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Abstract. Electromyography (EMG) instrumentation is essential in generating electrical signals from skeletal muscles. EMG 

sensors are helpful in various cases requiring the detection of human muscle contractions, neuromuscular disorders, and 

rehabilitation. EMG instrumentation is divided into two parts, namely, the analogue part and the digital part. The EMG 

instrumentation design comprises a digital-to-analog converter (DAC), instrumentation amplifier, filter, and analog-to-

digital converter (ADC). Meanwhile, in digital signal processing adopting the Discrete Wavelet Transform (DWT) method, 

frequency analysis using DWT has proven superior. It is used in various research and has exceptionally detailed coefficient 

features for classifying neuromuscular disease signals. Therefore, this research aims to design analogue and digital EMG 

instrumentation and identify features in the form of detailed coefficients. The data used are two Physionet signals from the 

anterior tibialis body with myopathy and neuropathy disorders. The results obtained for EMG analogue instrumentation 

provide the expected results until they reach the filter component stage. The resulting signal forms a block in the filter 

component, different from the initial EMG signal. Meanwhile, the DWT decomposition results are of the Daubechies4 

wavelet type with the highest level 17, which has a high detail coefficient at low frequencies, high dilation and the result 

of a mixture of neuropathy and myopathy EMG signals, or in other words, at low energies, this result is by the DWT 

theorem. Determining the efficiency of the DWT detailed coefficient feature requires further study with the same signal 

subject. The DWT features obtained can then be developed for various needs in EMG signal recognition.   
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INTRODUCTION 

Electromyography (EMG) instrumentation aims to obtain electrical signals generated from skeletal muscles and 

detected on the skin's surface. Generally, this EMG has a type of surface electrode (Merletti et al., 2009). EMG sensors 

have several vital functions, including detecting human muscle contractions, diagnosing peripheral nervous system 

diseases, detecting neuromuscular diseases, assessing low back pain, kinesiology, motor control disorders, and 

reviewing rehabilitation results. One rehabilitation that can be observed using EMG is asthma rehabilitation, especially 

in the respiratory muscles, with the help of a spirometer (Zukro Aini et al., 2020).  

EMG instrumentation has a standard preparation, with several components consisting of amplifiers and filters. The 

amplitude of the signal obtained from Surface EMG is 0-10 mV (peak-peak) and the filter used also has a range of 1 

Hz-1 kHz with a sampling frequency of 5 kHz. These two components are the basis of the electrodiagnostic system 

(Tankisi et al., 2020). In addition to these two components, EMG is also integrated into digital instrumentation. Digital 

instrumentation converts the EMG analogue signal generated from the amplifier into a digital signal using an 

analogue-to-digital (AD) converter. 

The result of EMG instrumentation is an EMG signal. Just like ECG signals (Shabihah et al., 2023) and other 

bioelectrical signals, digital signal processing is performed to simplify the interpretation of EMG signals. Frequency 

analysis, usually obtained from the Fourier transform, is essential but has the disadvantage of frequency variation over 

time.  The wavelet transform simultaneously analyses signals in both the time and frequency domains. In some EMG 

studies, DWT plays a role in evaluating muscle fatigue (Chowdhury et al., 2013), classification features for signals 

for neuromuscular diseases (Achmamad & Jbari, 2020), signal denoising of both signals and images (Zhang et al., 

2005), (Rasyida Shabihah Zukro Aini & Ira Puspasari, 2023). DWT is a reliable solution for multi-resolution/multi-

frequency representation.  

Therefore, this research aims to design the best EMG instrumentation modelling and its parameters with signal 

analysis in discrete wavelet transform. In the future, the features in the form of detailed coefficient energy generated 

from signal decomposition can be developed to implement EMG signal analysis in various fields.  

RESEARCH METHODOLOGY 

EMG Signal 
Generally, EMG consists of 2 input electrode leads processed in the differential amplifier section. So, due to the 

limited signal database available, it is assumed that the first signal is an EMG signal for myopathy disorder, and the 

second signal is an EMG signal for neuropathy disorder. The electromyography (EMG) signals used are in the form 

of the Physionet database as "Example of electromyography" measured from the Tibialis Anterior body part in 

different subjects for each disorder. The signals were stored in a file extension (.txt) with a recording length of 60 

seconds using a sampling frequency of 4000 Hz and a 16-bit ADC. 

 

Analog Circuit 
In the analogue part, EMG instrumentation is designed in several stages: digital-to-analogue converter (DAC), 

instrumentation amplifier, filter, and analogue-to-digital converter (ADC). This section will explain the design of some 

of these stages. 

 

1. DAC 

A digital-to-analog converter (DAC) is used because the Physionet data has undergone an ADC process. Hence, it 

must be returned to the analogue domain to assume it as a body signal from the electrodes. According to the 

information from the Physionet, the ADC used was 16-bit, so a 16-bit DAC was also used. The type of DAC used is 

AD5766. AD5766 has a voltage output. In Figure 1, the input data in a file is contained in Vdac. At the same time, 

the output (Vout) is given an additional 100 pF capacitor as decoupling, AVdd, and AVss are positive and negative 

power supply voltages of 12 V, respectively. In the NO section, a sine signal of 0.5 mV amplitude with a frequency 

of 1000 Hz is input, this is done to act as a "dither" to the 5V offset. Dither is a signal added and summed with digital 

data before being sent to the DAC. Dither helps increase the resolution of the DAC. 

. 
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FIGURE 1. DAC 16 bit 

 

2. Amplifier 

Because the amplitude of the myopathy signal (𝑉1) that has been input to the DAC has a Vpp of 4.75 mV and the 

amplitude of the neuropathy signal (𝑉2) that has been input to the DAC has a Vpp of 10.5 mV and if the two are added 

together it will produce a Vpp of 5.75 mV, so there is no need for excessive gain, so an instrumentation amplifier is 

designed in Figure 2. Then, the gain of the result of Equation (1) should be around 0.83. 

 

𝑉0 = (1 + 2
49.9𝐾

100 𝐾
) (

49.9𝐾

100 𝐾
) (10.5 − 4.75) = 4.78 𝑚𝑉                                         (1) 

 

 
FIGURE 2. Instrumentation amplifier 
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3. Filter 

 
FIGURE 3. High Pass Filter -40 dB/dec 

 

The filter has three stages: high pass filter, low pass filter and band pass filter. The high pass filter (HPF) design 

has a cut-off frequency of 20 Hz because the minimum frequency of normal EMG is 20 Hz. The HPF has a Sallen-

Key topology Butterworth filter type of order 2 (Yuliansyah, 2017). This HPF circuit is used to reduce the signal 

below the frequency of 20 Hz.  

From the condition of 𝜔 = 𝜔𝑐 if the value of 𝐶1 = 𝐶2 = 𝐶 is made and the value of 𝑅10 = 0.5𝑅8, the calculation 

for connecting the cutoff frequency is shown in Equation (2) 

 

𝑓𝑐 =
1

2𝜋√𝐶𝐶𝑅80.5𝑅8
=

1.414

2𝜋𝐶𝑅8
                                                        (2) 

 
If the value of 𝐶 = 470𝑛𝐹 is set, the value of 𝑅8 is 24K and 𝑅10 is 12K, resulting in the HPF design in Figure 3 

 

 
FIGURE 4. Low Pass Filter -40 dB/dec 

 

Furthermore, the designed low pass filter (LPF) has a cut-off frequency of 500 Hz because the maximum frequency 

of normal EMG is 500 Hz. The LPF has a second-order Sallen-Key topology Butterworth filter type. This LPF circuit 

is used to avoid anti-aliasing when sampling. 

From the condition 𝜔 = 𝜔𝑐 if the value of 𝑅11 = 𝑅12 = 𝑅 and the value of 𝐶4 = 2𝐶2 are made, the calculation for 

connecting the cutoff frequency is shown in Equation (3) 

 

𝑓𝑐 =
1

2𝜋√𝐶32𝐶3𝑅𝑅
=

0.707

2𝜋𝐶3𝑅
                                                                    (3) 

 

If the value of 𝑅 = 10𝐾 is set, then the value of 𝐶3 is 22 nF and 𝐶4 is 47 nF (with the tolerance of components on the 

market), resulting in a design like Figure 4. 
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FIGURE 5. Band Stop Filter +40 dB/dec 

 

The last stage in the analogue filter process is the Band stop filter (BSF), designed to have a cut-off frequency of 

50 Hz, where there is interference from the mesh signal. In this design, the Q value is determined to be 5 to have a 

bandwidth that is not too narrow. Bandwidth can be found using Equation (4) 

 

, 𝐵 =
𝜔𝑐

𝑄
=

2𝜋𝑓𝑐

𝑄
=

2𝜋50

5
= 62.8 ≈ 63                                   (4) 

 

From the condition that 𝜔=𝜔𝑟 and the BSF gain drops to 0.707, the bandwidth is calculated according to Equation 

(5) 

 

𝐵 =
2

𝑅2𝐶
                                                                             (5) 

 

𝜔𝑐 =
1

𝐶√𝑅15𝑅16
                                                                     (6) 

 

If the value of 𝐶6 = 𝐶7 = 10 𝑛𝐹 is set, then the value of 𝑅16 if tolerated is 3.3M, then based on Equation (6) the value 

of 𝑅15 is 3.3k, resulting in a design like Figure 5. 

 

4. ADC 

The Analog Digital Converter (ADC) is an LTC 6360 Opamp. This component was chosen because it has low 

noise, high accuracy, and high speed. The power supply used is 5V (SHDN). The SAR ADC is designed with a non-

inverting gain configuration. The input bias current induced DC voltage signal can be minimised using the parallel 

form of 𝑅17 and 𝑅18 to 𝑅20. The relationship is calculated in Equations (7) and (8) resulting in the SAR ADC design 

in Figure 6. 

 
𝑅17

𝑅18
=

𝑉𝑜𝑢𝑡(max)−𝑉𝑜𝑢𝑡(min)

𝑉𝑜𝑢𝑡(max)−𝑉𝑜𝑢𝑡(min)
                                                    (7) 

 

𝑉3 =
[(𝑉𝑜𝑢𝑡+

𝑅17
𝑅18

)2𝑉𝑖𝑛]

[1+
𝑅17
𝑅18

]
                                                                     (8) 
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FIGURE 6. ADC 16 bit 

 

Digital Signal Processing 

In the digital part, EMG signal processing is divided into several stages: fast Fourier transform (FFT), Butterworth 

bandpass filter, and feature extraction in the form of detailed coefficient energy from discrete wavelet transform 

(DWT) decomposition. This section will explain the design of the EMG signal processing. 

 

1. FFT 

The FFT converts signals from the time domain to the frequency domain. The FFT is computed from the discrete 

Fourier transform (DFT). The FFT calculation is represented in Equation (9) where 𝑥[𝑛] is the EMG signal, 𝑛 is the 

sample, and 𝐿 is the amount of EMG signal data. 

 

𝑋[𝑘] = ∑ 𝑥[𝑛]𝑒−𝑗2𝜋 𝐿⁄𝐿−1
𝑛=0 ,      0 ≤ 𝑘 ≤ 𝐿 − 1                                     (9) 

 
2. Butterworth Bandpass Filter 

After observing the frequency domain, since the frequency interval of an average EMG signal is between 20-500 

Hz, a Butterworth bandpass filter was chosen because the signal from the EMG instrumentation is very different from 

the initial signal from the Physionet data. 

 

3. Energy Coefficient Details 

The steps in extracting detail coefficient energy features using DWT start by defining the wavelet parameters, 

namely the wavelet type and maximum level. The type of wavelet used is Daubechies4, while to determine the 

maximum level of decomposition, a calculation involving Equation (10) is used with the logic of thinking for the 

maximum level where at least one coefficient in the output is not disturbed by edge effects caused by signal extension. 

In other words, the decomposition stops when the signal becomes shorter than the length of the FIR filter for the given 

wavelet type. 

 

max 𝑙𝑒𝑣𝑒𝑙 =  |𝑙𝑜𝑔2 (
𝑑𝑎𝑡𝑎 𝑙𝑒𝑛𝑔𝑡ℎ

𝑓𝑖𝑙𝑡𝑒𝑟 𝑙𝑒𝑛𝑔𝑡ℎ−1
)|                                                   (10) 

 

Next is the step of decomposing the signal into approximation and detail coefficients. The calculation for the 

decomposition process is presented in Equation (11). 

 

𝑊(𝑙, 𝑠) = 2
𝑠

2 ∑ 𝑥(𝑛)𝜓(2𝑠𝑛 − 𝑙)𝑛                                                            (11) 
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𝐴(𝑘) = ∑ 𝑥(𝑛)ℎ(2𝑘 − 𝑛)𝑛                                                        (12) 

 

𝐷(𝑘) = ∑ 𝑥(𝑛)𝑔(2𝑘 − 𝑛)𝑛                                                      (13) 

 

where 𝑙 is shifting, 𝑠 is scale, 𝑥(𝑛) is a discrete signal with signal sample parameters, and 𝜓(𝑛) is the mother wavelet. 

The decomposition result is the detail coefficient (𝐷(𝑘)) of the high pass filter and the approximation coefficient (𝐴(𝑘)) 

of the low pass filter. Meanwhile, ℎ(𝑛) and 𝑔(𝑛) represent the half bands of the low and high pass, respectively. The 

last step is to determine the coefficient energy of each level with Equation (14) where 𝑁1 is the length of the data. 

 

𝐸(𝐷𝑘) = √
1

𝑁1
∑ (𝐷𝑘)2[𝑖]

𝑁1
𝑖=1                                                          (14) 

 

RESULT AND DISCUSSION 

 

1. Analog 

The errors of analogue instrumentation can be examined by comparing theoretical calculations and simulation 

results presented in this section; in addition, the EMG instrumentation will be tested to determine whether it is 

appropriate for the EMG signal. In addition, the EMG instrumentation will be tested to determine whether it is 

appropriate for the EMG signal. 

 

2. DAC 

 

FIGURE 7. Raw signal 1 (red) and signal 2 (dark green) 

 

 

FIGURE 8. DAC signal 1 (green) and signal 2(blue) 
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From Figure 8, it is known that signal 1, which is the EMG signal of myopathy signal, produces a DAC with a 

Vpp amplitude of 4.75mV, while signal 2, which is a neuropathy EMG signal, produces a DAC with a Vpp amplitude 

of 10.5mV. Signal produces a DAC with a Vpp amplitude of 10.5 mV. The initial signal data (Figure 7) has 

experienced significant strengthening and shifting. Shifts are pretty significant. This is due to the effect of adding a 

sine signal as a dither that increases the signal amplitude by five mV. 

 

a. Amplifier Instrumentation 

 

 

FIGURE 9. Instrumentation amplifier result 

 

 

Figure 9 shows that the amplitude of the instrumentation amplifier results has a Vpp value of 5.35mV while 

Equation (1) has a Vpp value of 4.78mV. Results This result is different from the results of theoretical testing and 

simulation. In addition, the signal shape resembles a neuropathy signal due to its higher voltage, so the input in the 

differential amplifier still has a residual signal amplitude. 

 

b. Filter 

 

 

FIGURE 10. HPF -40 dB/dec with 20 Hz cutoff frequency 

 

 

The result of the HPF at a cutoff frequency of 20 Hz (Figure 10) produces a signal block that is quite dense 

compared to the result of the instrumentation amplifier. It is pretty dense compared to the instrumentation amplifier 

results. The amplitude of this HPF result has a Vpp of 130 µV. The tentative hypothesis is the mismatch of the input 

signals that should have come from the same subject with adjacent areas and the same problem. Secondly, the HPF 

filter configuration does not match the signal characteristics. 



E-ISSN 2745-3502 

Volume 5 No. 1 – June 2024                         Indonesian Applied Physics Letters 

 

9 

 

e-journal.unair.ac.id/IAPL 

 
 

 

FIGURE 11. LPF -40 dB/dec with 500 Hz cutoff frequency 

 

 

The result of the LPF at a cutoff frequency of 500 Hz (Figure 11) reduces the thickness of the signal block that 

occurs in Figure 16 but the signal's amplitude goes down to 63 µV. This explains the refutation of the second 

hypothesis. The EMG signal slowly starts to be visible. 

 

 
FIGURE 12. BSF +40 dB/dec with 50 Hz cutoff frequency 

 

The result of BSF at a cutoff frequency of 50 Hz (Figure 12) to remove the mesh signal at a frequency of 50 Hz 

makes the EMG signal clearer. The signal at a frequency of 50 Hz further clarifies the EMG signal; this is also 

supported by the return of the EMG signal amplitude increase returns, whose Vpp is 285 µV. This explains the 

refutation of the second hypothesis. The EMG signal slowly began to be visible. 

 

c. ADC 

 

 
FIGURE 13. SAR ADC 16-bit result 

 

When entering the value into Equation (7), the SAR ADC's results should produce an output signal Vpp of 57 

µV, but the simulation results are much different; it only produces an output signal Vpp of 0.7 µV. The SAR ADC 
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results also show a noise reduction, as evidenced by the more visible EMG signals. In addition, the signals are all 

above 0V or by the ADC configuration on the microcontroller, generally located between 0-5V. 

 

3. Digital 

The results of processing EMG signals in the digital domain will be discussed individually in this section to 

evaluate whether these results can be validated. Section to evaluate whether these results can be validated or not. 

 

a. FFT 

 

 
FIGURE 14. EMG signal FFT result 

 

Based on the amount of data from analogue instrumentation results in 60 seconds, which reached 1.700.000 

samples, it was decided to use a sampling frequency of 27.000, obtained by the number of samples divided by the 

length of the sampling time and obtained by the number of samples divided by the length of time sampling. Figure 14 

shows several points at frequencies around 10 Hz, 1000 Hz, and 3000 Hz with a minimal magnitude spectrum. The 

magnitude spectrum is minimal. 

 

b. Butterworth Bandpass Filter 

 

 

FIGURE 15. EMG signal BPF result 

 

The FFT results are then applied to BPF signals with cutoff frequencies of 1 and 3001 Hz, obtained results as in 

Figure 15 with a signal amplitude of 0.5 µV. 

 

c. Energy Coefficient Details 
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FIGURE 16. DWT Decomposition Result Coefficient 

 

Energi cD1 : 0.003175583166243954 

Energi cD2 : 0.0013979503981470767 

Energi cD3 : 0.0005965515914078321 

Energi cD4 : 0.00036055226156874224 

Energi cD5 : 9.947038978689109e-05 

Energi cD6 : 1.6997778928685936e-05 

Energi cD7 : 4.812742693448237e-06 

Energi cD8 : 2.2461244856390196e-06 

Energi cD9 : 1.2538211311289176e-06 

Energi cD10 : 4.993712272649108e-07 

Energi cD11 : 6.436510521814901e-07 

Energi cD12 : 1.3388320258131966e-07 

Energi cD13 : 3.81391435876562e-07 

Energi cD14 : 3.714449366068671e-07 

Energi cD15 : 4.5220322556479524e-08 
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The results of DWT decomposition using the Daubechies4 wavelet type at a maximum level of 17 show that 

the detail coefficients at higher levels are only found at low frequencies, and high dilation, and the results of mixing 

EMG neuropathy and myopathy signals produce energy in the cD1 to cD17 coefficients where the higher the level, 

the energy produced is also smaller. Smaller. For further research, this feature can be used to classify several signals 

into normal and abnormal data (Mustiadi et al., 2012). 

CONCLUSION 

 
The myopathy and neuropathy signals obtained from the anterior tibial body were from different subjects. The 

electromyography (EMG) instrumentation designed to process these two signals consists of a digital-to-analog 

converter (DAC), instrumentation amplifier, filter, and analog-to-digital converter (ADC). The DAC is adapted to the 

ADC originating from the database, namely 16-bit. As a result, both myopathy and neuropathy signals experienced a 

shift and strengthening of four times and three times the initial signal, respectively. There is no need to design 

excessive amplification because the amplitude of the myopathy signal is 4.75 mV, and the neuropathy signal is 10.5 

mV, so a differential amplifier was designed. The differential amplifier output resembles a neuropathy signal and 

becomes input to three filters, namely the high pass filter (HPF), low pass filter (LPF), and band stop filter (BSF). The 

cut-off parameters given to HPF are 20 Hz, LPF is 500 Hz, and BPF is 50 Hz. These parameters are formed based on 

the minimum normal EMG frequency of 20 Hz and the maximum EMG frequency of 500 Hz. The overall combination 

of filters provides an overview of the EMG signal, but it is still in the form of blocks that do not match the initial 

signal; this is possible due to poor design in the filter instrumentation. Next, the ADC results follow the ADC 

configuration on the microcontroller. In digital signal processing, the DWT decomposition results are of the 

Daubechies4 wavelet type with the highest level 17, which has a high detail coefficient at low frequencies, high 

dilation and the result of a mixture of neuropathy and myopathy EMG signals, or in other words at low energies.   
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Abstract. Acute respiratory infections (ARI) are infectious diseases that affect both children and adults, particularly in the context 

of climate change. Bacteria are one of the causes of ARI. According to the government, the discovery of the bacteria that 

cause ARI is an indicator of successful management of infectious diseases. The current obstacle is the limited number of 

medical analysts, which results in longer microscopic examination times and requires a high level of objectivity. Therefore, 

a system for the early detection of ARI-causing bacteria was developed using digital image processing techniques, specifically 

channel area thresholding as one of the segmentation methods. This research employs four shape features for bacterial 

classification: the number of bacterial colonies, area, perimeter, and shape. The Naïve Bayes intelligent system method is 

used for the classification process. The system had an accuracy rate of 86.84% in the classification of four types of bacteria: 

S. aureus, S. pneumoniae, C. diphteriae and M. tuberculosis. 
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INTRODUCTION 
 

In recent years, global warming has caused climate change, particularly in tropical countries such as Indonesia. 

Indonesia is experiencing increased rainfall, especially during the rainy season, while it experiences high temperatures 

and extreme heat during the dry season (Malihah, 2022). Furthermore, air pollution's environmental damage also 

affects the current climate, which in turn impacts the emergence of acute respiratory infections (ARI) (Herawati et al., 

2023). Acute Respiratory Infection (ARI) is a highly contagious disease that affects the upper or lower respiratory 

tract. It is a major cause of morbidity and mortality worldwide, particularly in children and adults (Indhira and Hendrik, 

2023). ARI can be caused by viruses and bacteria, but the focus of this study is on bacteria, including pharyngitis-

causing bacteria such as gonorrhea, diphtheria, mycoplasma, and chlamydia, as well as bacteria that cause pneumonia 

and tuberculosis (Islam, 2023).  

Tuberculosis and pneumonia are the two most prevalent infectious diseases in East Java. Jember is one of the 

districts with the highest number of TB cases, with 5,244 reported cases. Pneumonia is also a leading cause of death 

among children under five, and its case finding rate in East Java is above 70%. East Java also reported 163 cases. 

(Dinas Kesehatan Provinsi Jawa Timur, 2023). One effort to control the disease is to detect cases of coughing, 

sneezing, vomiting, and shortness of breath; patients should seek immediate medical attention and provide sputum or 

oral specimens for microbiologic examination by a medical analyst (Fitri et al., 2021). However, a limited number of 

analysts can hinder the early detection of diseases due to longer processing times (Fitri et al., 2022). To develop an 

early detection system for bacteria that cause ARI, researchers can use computer vision. 

Microscopic image analysis is used to identify the presence of Mycobacterium tuberculosis (M. tuberculosis) by 

using features like area, eccentricity, aspect ratio, compactness, circularity, and roughness (Reshma and Beegum, 

2017) and segmentation using Channel Area Thresholding (CAT) (Mithra and Emmanuel, 2018). Additionally, the 

LVQ accurately detects bacilli that cause acute respiratory infections such as tuberculosis and diphtheria with 97% 

accuracy (Fitri et al., 2022). Bacteria causing ARI were classified not only by LVQ, but also by KNN method with 

value K = 3, 5, 7. The best accuracy was 91.7% (Fitri et al., 2021). This research aims to develop a system by 

comparing it to other methods, such as Naive Bayes, due to its simplicity and high accuracy (Mahran et al., 2020).   

RESEARCH METHODOLOGY 

 
The research is divided into six stages (a) : literature study, creation of bacterial image datasets, system design and 

development, system testing and analysis. The system design and development stage is further divided into four stages 

(b): data preprocessing, segmentation, feature extraction, and bacterial classification, as shown in Figure 1. 

 
(a) (b) 

FIGURE 1. (a) The research phase and (b) the system development phase. 
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Generally, bacteria have three forms, namely cocci, bacilli and sprochetes (Mahon and Lehman, 2019), In this 

study, bacteria were analyzed, including chain-shaped cocci bacteria (streptococci), grape-like clustered bacteria 

(staphylococci), and bacillus bacteria such as club-shaped pleomorphic rods and aerobic acid-fast rods obtained from 

the Balai Besar Laboratorium Kesehatan (BBLK) Surabaya (Figure 2) (Fitri et al., 2021). This study analyzed bacterial 

preparations by Gram and Ziehl-Neelson (ZN) staining. 

 

 

 

FIGURE 2. Bacterial morphology (Kayser, 2005) 

Dataset Creation 

The bacterial preparation image is 1920x1080 pixels, then cropped to 151x151 pixels to reduce computational load 

and eliminate unnecessary background, as shown in Figure 3. The cropping process is based on the shape of the 

bacteria as shown in Figure 2. A total of 378 images were used, including 94 images of Corynebacterium diphteriae, 

90 images of Staphylococcus aureus, 107 images of Streptococcus pneumoniae, and 87 images of Mycobacterium 

tuberculosis. 

 

  

  

(a) (b) 

FIGURE 3. (a) ARI bacteria cropping process and (b) 4 bacteria image dataset. 

Designing and Creating System 

There are two main stages in this phase: designing the system and building the system. The system design includes 

three menus: home, description, and image processing (see Figure 4). It consists of four steps: data pre-processing, 

segmenting, feature extraction, and bacterial classification.  

  
(a) homepage (b) description page 
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(c) image processing page 

FIGURE 4. Display of some app menus 

Image Preprocessing 

Cropping and converting the image to HSV color space is the first step of preprocessing. This is because the RGB 

image has a high value, which makes segmenting difficult (Fitri and Imron, 2021). The HSV color space uses a model 

similar to human vision, specifically cone cells, using the formula equation: 

ℎ𝑢𝑒 = 𝑡𝑎𝑛 (
3𝑥(𝐺 − 𝐵)

(𝑅 − 𝐺) + (𝑅 − 𝐵)
) 

𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛 = 1 −
𝑚𝑖𝑛 (𝑅, 𝐺, 𝐵)

𝑉
 

𝑉𝑎𝑙𝑢𝑒 =
𝑅 + 𝐺 + 𝐵

3
 

 

Furthermore, the image should also increase contrast to achieve a higher contrast value. Increasing contrast affects 

the histogram graph, which is stretched after determining the minimum and maximum values as limits (Erwin and 

Ningsih, 2020) using the formula equation: 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 (𝑥, 𝑦) =
𝑓(𝑥, 𝑦) − 𝑚𝑖𝑛

max − 𝑚𝑖𝑛
𝑥1 

Contrast (x,y) represents the output image after contrast stretching, while f(x,y) represents the input image.   

Image Segmentation 

Aim of this stage is to use threshold value to separate object from background and obtain a binary image. We use 

the equation based on the gray value of the image histogram to determine the threshold (T). 

𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 (𝑥, 𝑦) = {

1, 𝑖𝑓 𝑇1 ≤ 𝑆(𝑥, 𝑦) ≤ 𝑇2

0, 𝑖𝑓 𝑆(𝑥, 𝑦) < 𝑇1

0, 𝑖𝑓 𝑆(𝑥, 𝑦) > 𝑇2

 

In addition to the thresholding segmentation process to obtain the shape of the bacteria as shown in Figure 2, the 

segmentation process is performed based on the area threshold, known as channel area thresholding. (Destarianto et 

al., 2022). 

𝐴𝑟𝑒𝑎𝑁𝑒𝑤 = 𝑇𝑎𝑟𝑒𝑎1 ≤ 𝐴𝑟𝑒𝑎𝑜𝑙𝑑 ≤ 𝑇𝑎𝑟𝑒𝑎2 
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Feature Extraction 

(Fitri et al., 2021) said that to classify 4 types of bacterial images that cause ARI using 4 shape features, namely 

the number of bacterial colonies, area, perimeter and shape obtained using the formula equation : 

𝐴𝑟𝑒𝑎 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑖𝑛 𝑟𝑜𝑤 − 1 + 𝑟𝑜𝑤 𝑡𝑜 − 2 + ⋯ + 𝑟𝑜𝑤 𝑡𝑜 − 8 

𝑃𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟 = ∑ 𝐸𝑣𝑒𝑛 𝑐𝑜𝑑𝑒 + √2 𝑥 ∑ 𝑜𝑑𝑑 𝑐𝑜𝑑𝑒 

𝑆ℎ𝑎𝑝𝑒 =
𝑃𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟2

𝐴𝑟𝑒𝑎
 

Classification using Naïve Bayes 

This research uses the Naive Bayes algorithm, which is based on probabilities and has the advantage of requiring 

only a small amount of data while maintaining high accuracy (Asmara et al., 2018). The Naïve Bayes algorithm 

begins with the following steps: 

1. Calculate the prior probability of each existing class. 

2. Calculate the mean value of each feature using the formula equation : 

𝜇 =
∑ 𝑛

𝑘
 

Where k = number of data and n = data value 

3. Calculate the standard deviation (sd) value of the feature using the formula equation: 

𝑆𝑑 = √
𝑛 ∑ (𝑥𝑖 − �̅�)2𝑛

𝑖=1

(𝑛 − 1)
 

4. Calculate the probability density using the equation  : 

𝑔(𝑥, 𝜇, 𝜎) =
1

√2𝜋𝜎2
𝑒

−
(𝑥−𝜇)2

2𝜎2  

5. Calculate the probability of each class using the provided formula after obtaining the probability density and 

prior values: 

𝑃 = 𝑃(𝑋|𝐶𝑖) 𝑥 𝑃(𝐶𝑖) 

RESULT AND DISCUSSION 

 

The research begins by converting the RGB color space to the HSV color space, which allows the bacteria to 

appear in the Hue, Saturation, and Value channels, as shown in Figure 5. The RGB color space is difficult to segment 

because of its wide 24bit color range, so you need to decompose into RGB components or convert to another color 

space. HSVs are chosen because their cone model is like that of human eye cone cells, making it an appropriate choice 

for representing bacterial shape. 

(a) (b) (c) (d) (e) (a) (b) (c) (d) (e) 

  
Corynebacterium diphteriae Streptococcus pneumoniae 

  
Staphylococcus aureus Mycobacterium tuberculosis 

 
FIGURE 5. (a) Original image, (b) HSV image, (c) Hue image, (d) Saturation image and (e) Value image 
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Based on the results shown in Figure 5, the hue channel images provide the best representation of the shape of the 

four bacterial species and are used as the input for the enhancement operation. The main goal of this process is to 

improve the clarity of the shape of the bacteria, especially that of the M. tuberculosis bacteria. Importantly, this process 

also affects the histogram, resulting in an even distribution of gray values across all intensity scales, as shown in 

Figure 6. 

    
(a) (b) 

FIGURE 6. (a) Original image and its histogram, and (b) Contrast stretching image and its histogram 

Fitri et al. (2021) stated that the segmentation process requires two threshold values: 𝑇1 = 0.4 and 𝑇2 = 0.7 . The 

segmentation process produces a binary image with two values: 1 (white) and 0 (black) (see Figure 7a). The resulting 

image may contain noise, such as small spots (from Gram's stain or ZN) and bacterial colonies, which can lead to 

ambiguity in the identification of clustered forms of bacteria, such as S. pneumoniae and S. aureus. Therefore, this 

method uses segmentation based on area, also known as Channel Area Thresholding (CAT). Two thresholds are used, 

but each bacterium is given a different treatment, as in previous studies. Figure 7 shows that Tarea1 = 70 and Tarea2 =
5000 were used for three bacteria, S. pneumoniae, C. diphtheriae and M. tuberculosis, whereas Tarea1 =
80 and Tarea2 = 8000 were used for S. aureus. 

 
(a) 

                     
(b) 

FIGURE 7.  Segmentation is performed using two methods, (a) thresholding and (b) channel area thresholding (CAT). 

The next step in the segmentation process is feature extraction, which involves the identification of the most 

prominent and distinguishing features among the four bacteria, such as the number of colonies, the area, the perimeter, 

and the shape (see Table 1). The minimum, maximum, and mean values for each feature are used as input values for 

the Naïve Bayes algorithm. The table shows that the largest number of colonies for S. aureus bacteria is 25, while for 

S. pneumoniae it is 17. However, the largest area for S. aureus is 6166 pixels, while for S. pneumoniae it is 3078 

pixels. The perimeter and shape feature values are largest for S. aureus and smallest for M. tuberculosis bacteria. 
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TABLE 1. Morphological feature values of each bacterium 

Features C. diphteriae S. aureus S. pneumoniae M. tuberculosis 

Colony 

Number 

Min 1 4 2 1 

Max 6 25 17 2 

Mean 2 13 8 1 

Area 

Min 175 851 331 447 

Max 1136 6166 3078 1545 

Mean 386 2615 629 868 

Perimeter 

Min 50 313 127 89 

Max 293 1978 741 297 

Mean 119 948 302 166 

Shape 

Min 12,30 115,12 47,86 17,72 

Max 109,58 787,06 308,50 61,37 

Mean 38,27 355,21 146,12 32,56 

 

The probability value for each class must be calculated, followed by the mean (see Table 1) and standard deviation 

value of each class (see Table 2), according to the steps of the Naive Bayes algorithm. Classification is performed by 

comparing training and test data with different percentages of the total data of 378 images, as described in Table 3. 

 
TABLE 2. Morphological characteristic values for each bacterium 

The bacteria P(Ci| bacteria) 
Standar deviasi 

Colony Counts Area Perimeter Shape 

C. diphteriae 0,249 1,14 200,77 56,62 21,95 

S. aureus 0,24 4,88 975,60 306,89 128,59 

S. pneumoniae 0,284 2,92 414,58 106,85 53,82 

M. tuberculosis 0,228 0,16 250,43 41,54 10,65 
 

TABLE 3. The results of accuracy, precision and recall of the system on each comparison of training data and test data. 

Comparison  

of training data and testing data 
Accuracy (%) Precision Recall 

50 : 50 86,77 0,875 0,868 

60 : 40 86,76 0,876 0,868 

70 : 30 84,96 0.857 0,850 

80 : 20 86,84 0,891 0,868 

90 : 10 86,84 0,884 0,868 

 

Table 3 shows that the Naïve Bayes method produces the highest system accuracy of 86.84% in a data comparison 

of either 80:20 or 90:10. However, there is a difference in the precision values between the two comparisons. The 

system precision for the 80:20 comparison is 0.891, while for 90:10 it is 0.868. The precision value indicates the 

proportion of correctly classified positive category data out of the total positive classified data, while recall indicates 

the percentage of positive category data that is correctly classified by the system. Based on these results, the optimal 

data comparison for classifying the four bacterial cells that cause ARI is 80% training data and 20% test data from 

378 bacterial image data. 

One example of the calculation of testing a random unclassified data, known features number of colonies = 1, area 

= 1096, perimeter = 221 and shape = 44.56 then to classify the data must be calculated probability density and 

probability of each class as shown in Table 4. The data are classified by determining the maximum probability value 

between classes. Based on the table, the maximum value is 0.0000059771718, so the random data is classified into 

the M. tuberculosis class. 
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TABLE 4. Calculation of probability density and inter-class probability. 

The bacteria 
Probability Density Probability (P) 

Colony Counts Area Perimeter Shape P = P(X|Ci) x P(Ci) 

C. diphteriae 0,227 0,0001 0,0120 0,0826 0,0000000054186 

S. aureus 0,0105 0,0041 0,0016 0,0023 0,0000000000391 

S. pneumoniae 0,0121 0,0135 0,0256 0,0096 0,0000000114034 

M. tuberculosis 0,9876 0,0159 0,0251 0,0666 0,0000059771718 

 

Comparison with the previously used K-Nearest Neighbor method is the next step. However, in this study we 

compared with the 80:20 with the value of K=3, 5, 7 as shown in Table 5. 

 
TABLE 5. K-Nearest Neighbor accuracy, precision and recall results. 

 
Comparison of the data 80 : 20 

K = 3 K = 5 K = 7 K = 9 

Accuracy (%) 93,42 92,11 92,11 92,11 

Precision 0,934 0,921 0,921 0,921 

Recall 0,934 0,921 0,921 0,921 

 

As shown in Table 5, the KNN method has the highest accuracy rate, 93.42 %, when comparing 80:20 data, which 

indicates that the KNN method is better than the Naive Bayesian method, which has the highest accuracy rate, 86.84 

%. KNN methods classify data based on Euclidean distance, and then assign priority classes to K-values, while 

Bayesian methods classify data based on probability values between classes. Compared to previous research, using 

Channel Area Thresholding in the segmentation process improves the shape of bacterial cells, thus increasing the 

accuracy of the system. 

CONCLUSION 

This research aims to apply the Channel Area Thresholding method as one of the segmentation processes for early 

detection of bacteria causing Acute Respiratory Infection (ARI). This method uses the Naive Bayes algorithm to 

classify bacteria. The method could classify four bacteria causing ARI with an accuracy rate of 86.84%. When 

compared with the K-NN method, the best accuracy rate was 93.42%.  
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Abstract. Deep learning has revolutionized medical imaging analysis, with YOLOv8 emerging as a promising tool for various 

tasks like lesion detection, organ segmentation and disease classification. This review investigates YOLOv8’s applications 

across diverse medical imaging modalities (X-Ray, CT-Scan and MRI). We conducted a systematic literature search across 

databases like Pubmed, ScienceDirect and IEEE to identify relevant studies evaluating YOLOv8’s performance in medical 

imaging analysis. YOLOv8 achieved high performance for meningioma and pituitary tumors with and without data 

augmentation (precision >0.92, recall >0.90, mAP >0.93). Glioma detection showed lower performance but still promising 

results (precision >0.86, recall >0.81, mAP >0.86). Breast cancer detection with SGD optimizer yielded best performance 

with an average mAP of 0.87 for mass detection. The model achieved high accuracy in detecting normal (mAP 0.939) and 

malignant lesions (mAP 0.911). YOLO v8 on Dental radiograph successfully detected cavities, impacted teeth, fillings and 

implants (precision of >0.82, recall of >0.78 and F1-Score of >0.80). Lastly, for lung disease classification, YOLOv8 

achieved high accuracy (99.8% training and 90% validation) in classifying normal, COVID-19, influenza and lung cancer 

disease. With the importance to improve clinical decision-making and patient outcomes in healthcare, the YOLOv8 

algorthm underscores the importance of pre-processing, augmentation and optimization of key hyperparameters. 
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INTRODUCTION 

Computer vision is an aspect of artificial intelligence that can enable computers to perform various tasks such as 

seeing, feeling, and making decisions. One important part of computer vision is detecting objects. Object detection 

works by determining the location and position of the object, as well as the label contained in the bounding box 

(Mahendru and Dubey, 2021). Object detection applications are widely applied in various fields, one of which is the 

application in the medical field which is used for medical image processing. In medical image processing, 

identification and localization are needed to find abnormalities in medical images (Qureshi et al., 2023). The assistance 

of artificial intelligence and deep learning provides opportunities to increase precision and effectiveness in diagnosing 

various abnormalities in medical imaging. 

The deep learning algorithm that is frequently used to detect objects is YOLOv8 (You Only Look Once version 

8), with the ability to provide high precision and real-time detection (Palanivel et al., 2023). YOLO is included in the 

one-stage-detector category, which means it only requires one pass through a neural network and predicts all objects 

accompanied by bounding boxes (Shetty et al., 2021). The YOLOv8 algorithm is an improved version of the YOLOv3 

algorithm, with a wider backbone implementation supported by feature fusion techniques to increase accuracy in 

detecting objects (Osama, Kumar and Shahid, 2023). The following is the architecture of YOLOv8 in Figure 1. 

 

FIGURE 1. YOLOv8 Architecture (Karna et al., 2023) 

The YOLOv8 architecture consists of several parts, including CSPDarknet53 Feature Extractor, C2F Module, 

Detection Head, and YOLOv8-Seg Model (Khare et al., 2023). Each part of YOLOv8 will be discussed one by one. 

1. CSPDarknet53 Feature Extractor is used as a feature extractor, which consists of convolution layers, batch 

normalization, and SiLU activation function. Feature extraction was improved in YOLOv8 by changing the 

convolution layers to 3x3 from the previous 6x6. 

2. C2F Module implemented in YOLOv8 combines high-level features with contextual information. The combined 

output of a bottleneck block consists of two 3x3 convolutions with residual connections. The goal is to improve feature 

representation. 

3. Detection Head consists of several components, including: 
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a. Independent Branches which allows each branch to carry out certain tasks. This affects the overall detection 

accuracy. 

b. Activation Function represents the existence of an object within a bounding box, and allows an object to be 

classified in a class. 

c. Loss Function is used to optimize the model using CioU (Complete Intersection over Union) and DFL 

(Dynamic Focal Loss). Its function is to increase the effectiveness of object detection, especially on small 

objects. 

4. YOLOv8-Seg Model is a semantic segmentation model in YOLOv8, so it is called YOLOv8-Seg. This enables 

broad functionality for a variety of computer vision tasks.  

Therefore, this study will discuss several studies that apply the YOLOv8 deep learning algorithm for analysis and 

diagnosis in medical imaging. The review carried out will support researchers and professionals, especially in the 

health sector, to understand how the YOLOv8 algorithm works, as well as its benefits in medical object detection 

applications. In the future, it is hoped that deep learning algorithms for detecting objects can be developed for wider 

medical applications. This research is composed of Research and Methodology which discusses the approach used 

and combines data obtained from the included research. The next chapter, related to Results and Discussion, examines 

the stages carried out before implementing the YOLOv8 algorithm, for example pre-processing and augmentation; 

then the applied detection class; Data sharing for training, testing and validation processes; implemented 

hyperparameters, such as epoch, batch, image size, etc; to the training chart results for each study. Then, the last 

chapter is the conclusion. 

RESEARCH METHODOLOGY 

This chapter outlines the methodological approach employed to investigate the current landscape of YOLOv8 

applications in medical imaging. We conducted a systematic literature search to gather and analyze relevant research 

studies. This approach ensures a comprehensive and unbiased evaluation of the field's current state and future 

directions. 

Searching Strategy 

We employed a multi-database approach, querying relevant publications from PubMed, IEEE and Science Direct. 

Our search strategy utilized a combination of keywords including "YOLOv8," "medical imaging," "object detection," 

"segmentation," and "classification" connected by Boolean operators (e.g., "AND," "OR").  We narrowed our search 

parameters to studies published post-2023 in order to encompass the latest developments in this evolving field, taking 

into account the release of YOLOv8 in January 2023. After retrieving the initial search results, we implemented a 

screening process based on pre-defined inclusion and exclusion criteria.  

Studies were included if they: 

1. Focused on the application of YOLOv8 for medical imaging tasks. 

2. Utilized peer-reviewed research methodologies and presented the original research results. 

3. Utilized medical imaging datasets acquired from human participants. 

4. Evaluated the performance of YOLOv8 using established metrics relevant to the specific medical imaging such as 

accuracy, precision, recall, F1 score. 

5. Released in the English language. 

To ensure a targeted analysis of primary research on YOLOv8's application in medical imaging, we implemented the 

following exclusion criteria: 

1. Reviews, editorials, or letters. 

2. Studies not published in English. 

3. Studies not evaluating YOLOv8. 

4. Studies lacking peer-reviewed methodology or original findings. 

5. Studies not using established metrics to assess YOLOv8 performance. 

6. Studies solely focused on animal models. 
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Through this process, we identified a collection of relevant studies that formed the foundation for our review and 

analysis of YOLOv8's contributions to the field of medical imaging. 

 

Evidence Synthesis 

Following the initial literature search and application of inclusion/exclusion criteria, the retrieved studies 

underwent critical appraisal. This involved extracting relevant data points, such as the specific medical imaging 

modality (e.g., X-ray, CT scan, MRI), the addressed medical imaging task (e.g., lesion detection, organ segmentation), 

and the reported performance metrics (accuracy, precision, recall). 

This extracted data then served as the foundation for a qualitative thematic analysis. This analytical approach aimed 

to identify recurring themes within the studies, including strengths, weaknesses, and potential research gaps. 

RESULT AND DISCUSSION 

In this section, we will review several studies using the YOLOv8 model in the field of medical imaging. The first 

thing that will be discussed is a system diagram which will explain the procedures carried out in the research being 

evaluated, to find out the steps before implementing the YOLOv8 algorithm. Second, the detection class is the output 

of the system according to the annotation given to the dataset. Next is the number of datasets used and the division 

into testing and validation data. Fourth, namely, results related to the accuracy, precision, recall, and F1 Score, which 

are obtained after the training process as a result of computing. Then, a chart of the training results. 

Brain Tumor 

The paper entitled “YOLOv8 Based on Data Augmentation for MRI Brain Tumor Detection” (Satila Passa, 

Nurmaini and Rini, 2023) aims to detect meningiomas, gliomas, and pituitary brain tumors. The data collected from 

two methods, using without Augmentation and without using Augmentation. The following is a system diagram of 

the experiments carried out, shown in Figure 2. 

 
FIGURE 2. (a) Framework without implementing augmentation (b) Implementing augmentation 

 

The first step in this research is collecting data. Data is an important part of creating artificial intelligence (AI) and 

machine learning (ML). Without relevant and quality data, AI and ML will not be able to produce effective or accurate 

models. Data taken consist of 3064 T1-weighted contrast-enhanced images with three types of brain tumors such as, 

meningioma, glioma, and pituitary. The meningioma dataset was separated for training 496, testing 71, and validation 

141. Glioma dataset divided into training 998, testing 143, validation 285. Then, 651 training dataset, testing 83, and 

validation 186 for pituitary. 

After getting the required data, the data will be processed. The data processing is to change data from .mat to .jpg 

format. The next step is data augmentation, which aims to improve the performance of models by training process. 

There are various techniques applied to this data augmentation such as flip, 90° rotate, crop, rotation, shear, grayscale, 

brightness, exposure, blur, and noise. Next, training the yolov8 model is performed. 

The results of this study evaluate the performance of the YOLOv8 model algorithm for identifying brain tumors, 

specifically meningioma, glioma, and pituitary tumors. The YOLOv8 hyperparameters used in this research are input 
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size 640 x 640, 100 epochs, and batch size 8. The results obtained in this research are displayed in two without and 

with data augmentation. The data obtained without and with data augmentation is shown in Figure 3 and 4. Dataset 

test result that applied YOLOv8 without augmentation shown in Figure 5, with augmentation in Figure 6. 

 
FIGURE 3. Training chart without augmentation 

 

 
FIGURE 4. Training chart with augmentation 

 

From the data training chart without augmentation (Figure 3), presented for Meningioma tumors, Precision: 0.956, 

Recall: 0.951, mAP50: 0.98, and mAP50-95: 0.849. Glioma tumors, Precision: 0.866, Recall: 0.816, mAP50: 0.866, 

and mAP50-95: 0.596. Pituitary tumors, Precision : 0.956, the Recall : 0.939, mAP50 : 0.97, and mAP50-95 : 0.773. 

Overall performance, Precision : 0.926, Recall : 0.902, mAP50 : 0.938, and mAP50-95 : 0.739.  

Figure 4 shows a training chart with augmentation for Meningioma tumors, Precision: 0.985, Recall: 0.95, mAP50: 

0.986, and mAP50-95: 0.841. Glioma tumors, Precision: 0.891, Recall: 0.831, mAP50: 0.894, and mAP50-95: 0.599. 

Pituitary tumors, Precision : 0.95, the Recall : 0.942, mAP50 : 0.975, and mAP50-95 : 0.758. "All" represents overall 

performance, Precision : 0.942, Recall : 0.908, mAP50 : 0.952, and mAP50-95 : 0.733. Both without and with 

augmentation, Meningioma dan Pituitary detection get higher precision, recall, and mAP50 scores than Glioma. 

 
FIGURE 5. Result data testing without augmentation 

 
FIGURE 6. Result data testing with augmentation 

 

Breast Cancer  

This research (Titisari et al., 2023) focuses on optimizing the YOLOv8s model for breast cancer detection. The 

input is in the form of a 2D mammography image which is then annotated to indicate the presence of a breast cancer 
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mass or lesion. The next pre-processing stage begins with equalizing the image size by reducing the image pixel size 

to 640x640. Augmentation is carried out to increase the amount of data so that it is more varied. The respective 

experiment, the system trained applying three optimization methods, i.e. Adam, SGD, and RMSPropagation 

restrictions and set up different hyperparameters related to epoch 75, batch size 16. Diagram Research Flow shown 

on Figure 7. 

 
FIGURE 7. Diagram Research Flow of Breast Cancer Detection 

 
The dataset, a mammography image, originating from the Categorized Digital Database for Low Energy and 

Subtracted Contrast Enhanced Spectral Mammography Images (CDD-CESM), a public dataset. A total of 2,085 

mammography images were used after going through a data augmentation process. Of these, there were 809 normal 

images, 432 benign images, and 844 malignant images. All images are then labeled based on the doctor's medical 

report on each patient's data. The dataset was then annotated and divided into three subsets, namely 87% as training 

data, 8% as validation data, and 5% as testing data. In this study, there were a total of 1,824 images used for training, 

174 images for testing, and 87 images for evaluation. 

The whole work performance of optimizing three different parameters in the YOLOv8s model has been successful 

in detecting masses or lesions in mammography images. The performance using three optimizers in detecting breast 

cancer was found that SGD composed the highest mAP value of 0.87 followed by RMSProp with a value of 0.345 

and Adam 0.44. The SGD optimizer has the fastest training time compared to the other optimizers. Performance of 

YOLOv8 in detecting normal class, was obtained highest mAP at 0.939 using the SGD optimizer, precision 0.946, 

and recall of 0.9. The benign class, the highest mAP acquired, utilized the SGD optimizer, precision 0.854, recall 

0.667, and mAP 0.762. Whereas, for the Malignant class, the optimum results were also obtained with the SGD 

optimizer, with a precision of 0.867, recall of 0.871, and mAP of 0.911. Figure 8 shows the confusion matrix of each 

optimizer. 

        
  (a)    (b)     (c) 

FIGURE 8. Confusion Matrix in a) SGD b) ADAM c) RMSProp 
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FIGURE 9. Detection Result for Breast Cancer Detection 

 

In Figure 9, There are some classes of detection normal, benign shown as jinak, and malignant displayed as ganas. 
From the research results, SGD is the best optimizer in detecting masses with an average mAP of 0.87. There was an 

increase in performance after the tuning process, where accuracy increased from 75% to 85%. The highest mAP value 

was obtained when detecting the normal (0.939) and malignant (0.911) classes, while when detecting the benign class 

the value was lower because the amount of benign data was smaller. 
 

Dental Radiography 

The application of the YOLOv8 model is also used for analysis and diagnosis in the field of dental radiography. 

Research (George et al., 2023) states that methods for detecting dental diseases that are carried out manually require 

time and energy. So, it is important to have an automatic detection system for various dental conditions such as 

cavities, impacted teeth, fillings and implants on panoramic dental X-rays. The system block diagram from the 

research carried out is in Figure 10. 

 

FIGURE 10. Block Diagram of Dental Radiography 

Before applying the YOLOv8 model, an enhancement process was carried out to increase the quality of the 

panoramic dental radiography image by removing noise using a Gaussian Pyramid. In addition, the Laplacian pyramid 

method is used to increase the detail of the image. Image brightness and contrast are also applied using an automatic 

algorithm at the enhancement stage.  
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The segmentation process is carried out to separate four different parts in one image. The segmented parts are 

divided into extraction of the jaw area, separation of the upper and lower jaw, and vertical segmentation of the upper 

and lower jaw. The following is an image of an area segmented vertically to separate the upper and lower jaw (Figure 

.11-14). 

 

 

 

 

 

 

 

 

YOLOv8 is one of the object detection algorithms used to detect the classes determined in this research, namely 

cavities, impacted teeth, fillings and implants. The number of datasets used is 1269, which are divided into training, 

testing and validation data, respectively 1015, 63 and 191. There are several hyperparameters used in the training 

process, namely epoch 35, batch size 16, image size 640, and learning rate 0.001. Precision, recall, and F1-Score are 

calculated to evaluate the performance of the trained YOLOv8 model. The results obtained for precision were 82.36%, 

recall 78.38%, and F1 Score 80.32%. The curve results obtained after the training process shown in Figure 15-18, as 

well as Graphical User Interface (GUI) results which are named "Dental Radiography Analysis and Diagnosis". Users 

can enter images and the detection process using the YOLOv8 model is shown in Figure 19. 

 
FIGURE 15. Precision-Confidence Curve 

 

 
FIGURE 17. Precision-Recall Curve 

 

FIGURE 11. Top Left Jaw Area 

 

FIGURE 12. Top Right Jaw Area 

 

FIGURE 13. Bottom Left Jaw Area 

 

FIGURE 14. Bottom Right Jaw Area 
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FIGURE 16. Recall-Confidence Curve 

 
FIGURE 18. F1 Score-Confidence Curve 

 

  

FIGURE 19. GUI of Dental Radiography Analysis and Diagnosis 

 

Lung Disease 

In this research, Mousavi et al., 2023 utilized axial lung image results collected from sources such as Kaggle, 

GitHub, and Radiopedia to import data. The data obtained includes 155 cases of normal, 309 cases of COVID-19, 42 

cases of influenza, and 73 cases of cancer. Then, some pre-processing applied to achieve appropriate image quality to 

avoid ambiguity in detection results. Pre-processing stages are shown in Figure 20. 

 
FIGURE 20. Pre-processing stage in Lung Disease Detection 
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Before the training process, the dataset splits into training, testing, and validation. Normal cases used 100 data 

train, 50 data testing, and 5 data validation. COVID-19 cases divide to 200 data train, 100 data test, and 9 data 

validation. Then, Influenza cases separate into 30 data train, 10 data tes, and 2 data validation. Cancer cases distribute 

data into 50 data train, 20 data tes, and 3 data validation.  

There are four types of metrics used to examine the proposed network.i.e. accuracy, precision, recall, and F1-

Score. The evaluation metrics included true positives (TP), true negatives (TN), false positives (FP), and false 

negatives (FN) to assess the proposed network. Where, TP represents the number of true positive predictions, while 

TN denotes the number of true negative predictions. Additionally, FN indicates the number of false negative 

predictions, and FP indicates the number of false positive predictions. There are such formulas to present accuracy, 

precision, recall, and F1-Score. That is shown in Equation below. 

 

 

 

 

. 

To determine the accuracy of this study, the researchers used 40 epochs in training. The training accuracy reaches 

99.8%, while the validation accuracy achieves 90%. This shows that training provides a very accurate model. 

Increasing the number of epochs means that it increases the accuracy of the model as well. Loss values recognized are 

27% for training, and 0.05% for validation.  

 
FIGURE 21. Confusion Matrix of Lung Disease Detection 

   
FIGURE 22. The accuracy chart of training models FIGURE 23. The loss chart of training models  
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CONCLUSION 

You Only Look Once version 8 (YOLOv8) algorithm as an object detection model in medical imaging has been 

applied to detect brain tumors, breast cancer, dental radiography, and lung diseases. Pre-processing has an important 

role in preparing images with good quality, ensuring that the YOLOv8 algorithm provides accurate information when 

detecting abnormalities or distinguishing normal conditions. Therefore, this stage is applied in the selected studies. 

The augmentation process is also significant, aiming to enhance the performance of the YOLOv8 model throughout 

the training process. The studies discussed herein also delve into hyperparameters, such as epoch, batch size, and 

image size. Performance metrics including accuracy, precision, recall, and F1-Score are reported to describe the 

performance results of the YOLOv8 detector, as displayed in the training chart. YOLOv8 demonstrates an important 

role in enhancing efficiency and accuracy in medical imaging, suggesting its potential to support healthcare in the 

future. However, continuous research and development are necessary to achieve optimal improvements in healthcare. 
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Abstract. Throat disorders are often considered trivial for some people, but if they are not treated immediately, they can result 

in more severe conditions and require a longer time to cure this disorder. Objective, safe and comfortable detection of throat 

disorders is important because throat disorders are an indication of inflammation which, if not treated immediately, can 

have negative consequences. This research aims to detect throat disorders based on thermal images using digital image 

processing methods. Image capture was carried out with the same color pallete range on the camera, namely 33°C-38°C. 

The image obtained is then cropped in the ROI, then the image is threshold with a gray degree of 190. Pixels that have a 

gray degree above 190 are converted to white, while those below the threshold are converted to black. Next, the percentage 

of each white and black area is calculated compared to the total ROI area. If the percentage of white area is greater than 

38% compared to the area of the throat then it is identified as having a throat disorder, whereas if the percentage of white 

is less than 38% then it is identified as not having a throat disorder. The detection program created provides an accuracy of 

87.5% on sample data of 8 test data. 
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INTRODUCTION 
 

Throat disorders are often considered trivial for some people, but if they are not treated immediately they can result 

in more severe conditions and require a longer time to cure this disorder. Objective, safe and comfortable detection of 

throat disorders is important because throat disorders are an indication of inflammation which, if not treated 

immediately, can have negative consequences. Inflammation of the throat can cause the temperature around the site 

of inflammation to become higher. One of the efforts made to detect body temperature non-invasively is using a 

thermo gun. However, thermo gun can only be used to measure body temperature in a relatively narrow area and need 

to be done at a very close distance, namely less than one centimeter. It is important to identify symptoms of the 

disorder as early as possible to prevent the condition from getting worse (Cristina, 2020). Thermal Camera is a tool to 

determine the temperature distribution of an object by using FPA (focal plane array) technology as a detector that will 

receive infrared signals. Thermal cameras are able to record objects in image form, so that all areas of the object that 

can be recorded by the camera can have their temperature measured at the same time, temperature variations emitted 

from the object are then converted into images that can be interpreted by experts. Thermal Cameras have been used 

for various purposes, including in medical diagnostics or clinical trials. The use of thermal cameras in the medical 

field includes detection breast cancer, determining wound status, and diagnosing deep vein thrombosis as well as 

diagnosing various other diseases (Seydi, 2017). In carrying out the correct interpretation of images, a quantitative 

approach is needed which can be obtained through digital image processing (Sumriddetchkajorn, 2016). The problem 

to be solved in this research is how to detect throat disorders safely and objectively and to find out the performance 

of methods for detecting throat disorders. The aim of this research is to detect throat disorders based on thermal images 

using digital image processing methods and to determine the performance of detecting throat disorders based on 

thermal images using digital image processing methods. This research is very important as an effort to detect throat 

disorders objectively, safely and comfortably. 

RESEARCH METHODOLOGY 

The throat anatomically consists of the pharynx and larynx, superiorly starting at the base of the skull and 

nasopharynx, extending to the esophageal inlet and most proximally to the trachea. Throat disorders can mean 

irritation, itching, burning, or pain in the throat area. Additionally, from the patient's perspective, throat may refer to 

the entire pharynx and larynx, the soft tissues of the neck, or one localized area. Throat disorders can be a presenting 

symptom of a variety of different diagnoses. Most throat disorders are caused by viruses (Anthony, 2004). 

One of the characteristics of infrared is that it is invisible (Wrotniak, 2020). Like electromagnetic waves, infrared 

waves have reflection, absorption and transmission properties that depend on the material they are exposed to. Infrared 

waves can be easily absorbed by various materials (Jewett, 2004). The radiation emitted by an object at room 

temperature is mostly in the infrared region. This shows that objects will easily emit infrared radiation so that using 

infrared thermography techniques is easier (Adhi, 2013). 

Infrared thermography is a non-invasive and non-ionizing imaging technique for recording body surface 

temperature (Kevin Howell, 2020). Temperature is an excellent indicator of health, because changes of just a few 

degrees in the skin can be used as an indicator of possible disease (Jones, 1998). Thermal cameras are passive sensors 

that capture infrared radiation emitted by all objects with temperatures above absolute zero and describe the emission 

of infrared radiation (Rikke, 2014). The fact that radiation is a function of an object's surface temperature allows 

cameras to calculate and display this temperature. However, radiation measured with a camera not only depends on 

the temperature of the object, but is also a function of emissivity. Radiation also comes from the environment and is 

reflected by objects. 

Some parameters and factors that influence images recorded with modern infrared camera systems are object 

emissivity, camera distance to object, object size, relative humidity, environmental temperature, external optical 

transmission, temperature range (∆𝑇), temperature range + level, color palette, wavelength range of the camera, 

observation angle, temperature dependence of emissivity, optical properties of material between the object and camera, 

use of filters, thermal reflection, wind speed, solar load, shadow effect of nearby objects, humidity, and thermal 

properties of the object (Vollmer, 2010). 

In practical measurements with an infrared camera, the object emits radiation towards the camera where the object 

is focused on the detector and measured quantitatively. Infrared radiation detectors usually only within a limited 

bandwidth of the infrared spectrum, i.e. they mostly perform measurements in the two main IR bands: MWIR and 
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LWIR. Systems that work in the NIR are tailored for specific applications only because the atmosphere tends to be 

opaque for that spectrum. The final result of the infrared system is a surface temperature map. Two-dimensional 

images are achieved by scanning mechanisms consisting of oscillating mirrors, or rotating refracting elements (such 

as prisms), which allow scanning of objects in both vertical and horizontal directions. Currently, new systems are 

based on staring focal plane array (FPA) technology. The overall performance of an IR imaging system is evaluated 

conventionally in terms of the useful and accurate information that can be obtained per unit of time, with several 

influencing parameters namely: thermal sensitivity or equivalent random noise level, frame rate or number of images 

per unit time, image resolution or the number of independent measurement data points on which the image is 

composed, the intensity resolution or the number of intensity levels that allow for small temperature differences. 

Thermal detectors convert the absorbed electromagnetic radiation into thermal energy which causes the temperature 

of the detector to rise. Then the electrical output of the thermal sensor is generated by a corresponding change in some 

physical property of the material (Meola, 2017). 

This research was carried out based on systematic steps. At the data collection stage, the thermal sensor array 

image data is retrieved in digital form. Data collection was carried out at the Medical Instrumentation Laboratory, 

Department of Physics, Faculty of Science and Technology, Universitas Airlangga. The data collected is in the form 

of throat image data. The distance between the object and the camera is one meter then crop to get the region of interest 

only in the neck area. Data collection was carried out in the same room with the characteristics of a closed room, 

relatively close together so that the effects of shadows of nearby objects, thermal reflections, optical properties of the 

material between objects, and humidity had relatively the same values. The thermal camera used is a Caterpillar S60 

thermal camera with White Hot mode, and the temperature range in the color palette is the same, namely 33°C to 

38°C. In White Hot  mode, objects that have a higher temperature are displayed in white and objects that have a lower 

temperature are displayed in black. This mode can also be used for detailed observations but keeps the display simple. 

The data obtained was divided into two groups, namely throat data that had no interference and throat data that 

contained interference.   

The initial stage before image processing is determining good quality image data based on images captured by a 

thermal camera. Then, after sorting, the next stage is to group the data, namely images taken from people who have 

throat disorders (group A) and images taken from people who do not have throat disorders (group B). Next, the region 

of interest is selected so that an image is obtained only of the throat. Next, a threshold is carried out so that an image 

mapping is obtained that corresponds to the specified threshold value. then analyze and compare the suitability of the 

mapping results between throats that have disorders and those that do not have disorders based on the threshold values 

used. The results of mapping the throat that has problems are then used as a reference for analyzing test data. 

The first stage in the software design scheme is data input from the thermal image. The next stage is cropping to 

obtain the Region of Interest (ROI) area. Next, the image in the throat area will be thresholded so that areas with gray 

levels above the threshold and those below the threshold are detected. Then the area that has a gray level above the 

threshold is compared with the total area of the ROI to determine whether there is a throat disorder. 

RESULT AND DISCUSSION 

 

This section contains several explanations regarding the detection of throat disorders from the results of thermal 

images of the neck using digital image processing. In this study, white hot mode was used because white hot mode is 

displayed in grey level form, where the gray level in the image is linear with temperature. When taking pictures, the 

minimum to maximum temperature range used on the camera is 33°C to 38°C. So by using greyscale equation we can 

find out the relationship between the degree of gray and the temperature to be sought.   

)10/255)(30( CCTgreyscale oo −=  
Throat image data was taken from 16 participants, namely 8 participants complained of experiencing problems 

with their throats, and 8 participants reported no problems at all with their throats. Data collection was carried out at 

the same distance, namely one meter, in the same place and at almost the same time. The Palatte color used has a 

temperature range from 33°C to 38°C, with a temperature of 33°C represented by black while a temperature of 38°C 

is represented by white, while temperatures between 33°C-38°C are represented by degrees of gray between 0-255.  

An example of a thermal image captured is shown in FIGURE 1. 
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FIGURE 1. Thermal images of the throats of 3 participants who (a) reported no problems with their throats, (b) reported 

problems with their throats. . 

 
TABLE 1. Questionnaire about perceived symptoms 

Object 
Feeling 

itchy/uncomfortable 

in the area 

throat 

Feeling pain 

in the 

throat area 

Feeling 

pain/difficulty 

swallowing 

Cough Hoarseness Burning 

feeling in 

the throat 

area 

1 - - - - - - 

2 
√ 

- - 
√ 

  

3 - - - - - - 

4 - - - - - - 

5 
√ √ √ √ √ 

- 

6 
√ √ 

- - - - 

7 - - - - - - 

8 - 
√ √ √ √ 

- 

 

In terms of medical diagnosis, a person is said to have a throat problem even if they only experience one of the 

symptoms as in TABLE 1. And what the test taker filled in on the questionnaire was in accordance with the results of 

the diagnosis using the software, except for the 6th person who was identified as having a throat problem according 
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to the software. questionnaire did not experience throat problems. This difference in results could be caused by 

environmental influences.  

The preprocessing window is used to rotate, crop and scale images. Rotation is carried out so that the position of 

the object in the image can be upright so that data processing can be more accurate. then carry out the crop process in 

the crop menu to get the region of interest (ROI), namely the neck area. The image cropping process functions to 

obtain accurate information from the image by reducing unwanted components. Meanwhile, scale is used to adjust the 

image so that it has the desired size.  
 

TABLE 2. Conversion results from greyscale images to binary images 

 

Users can run this program by pressing the load image button, then the selected image will be displayed. If the 

image is still not upright, making it difficult for the cropping process later, then we can rotate it according to our needs 

by setting it in the rotate column. We can crop the left, right, top and bottom of the image using the crop column. 

Object Binary Image 
Percentage of 

White Color 

Percentage 

of Black 

Color 

Results 

1. 

 

26 % 74 % no throat problems 

2. 

 

44% 56% 
suffer from throat 

problems 

3. 

 

16% 84% no throat problems 

4. 

 

23 % 77% no throat problems 

5. 

 

44% 56% 
suffer from throat 

problems 

6. 

 

49 % 51 % 
suffer from throat 

problems 

7. 

 

0% 100% no throat problems 

8. 

 

 

 
 

81 % 19% 
suffer from throat 

problems 
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Users can adjust the part they want to cut so that they only get the neck. And if you want to make the image size 

uniform, you can use the scale column. The conversion results from greyscale images to binary images are shown in 

TABLE 2. 

The Processing window is used to further manage the image after the preprocessing stage. In the processing 

window there is a threshold column, which functions to convert the greyscale image into a binary image. Each pixel 

will automatically be matched to the existing threshold limit. If a pixel has a degree of gray above the threshold limit, 

then the color of that pixel will be converted to white. Meanwhile, if in a pixel, the gray degree value is less than the 

entered threshold limit, then in that pixel the color will be converted to black. After that, enter the limit value in the 

parameter set column. The limit in this case shows the minimum percentage of the area that is white, meaning if the 

white area is larger than the limit, meaning the throat is experiencing problems. If the white area is less than the limit, 

then the throat is identified as having no problems. After creating the software, the next step is to determine the 

threshold and limits for data testing. 

Threshold determination is carried out using a trial error system to find the difference in area between the throat 

which is disturbed and which is not disturbed. Threshold search is carried out using software. The results found quite 

a visible difference at the threshold value of 190 or the equivalent of a temperature of 36.7°C. By using 3 normal 

throat data, it was found that the percentage of throat area that had a temperature above the threshold was 29%, 19%, 

and 37 %. Meanwhile, in the image of the throat that is disturbed, the percentage of areas that have a temperature 

above the threshold is 42%, 61%, and 39%. So a limit can be set at 38%, which means that if after thresholding, the 

white throat image is less than 38%, then the throat is identified as having no problems. And if the area of the white 

throat is more than 38% then the throat is identified as having a problem. 

CONCLUSION 

 

Throat disorder detection based on thermal images has been carried out using digital image processing. Image 

capture was carried out with the same color range on the camera, namely 33°C-38°C. The image obtained is then 

cropped to match the expected Region Of Interest. Next, threshold is carried out on the grey scale image with a 

threshold value of 190. Pixels that have a gray degree above 190 are converted to white, while those below the 

threshold are converted to black. Next, the percentage of each white and black area is calculated compared to the total 

area of the Region of Interest. If the percentage of the white area is greater than 38% compared to the area of the throat 

then it is identified as having a throat disorder, whereas if the percentage of white is less than 38% then it is identified 

as not having a throat disorder. Based on the detection that has been carried out, an accuracy rate of 87.5% was 

obtained using 8 test data. 
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Abstract. Concrete is a mixture of coarse aggregate and fine aggregate mixed with water and cement as a binder and filler. The 

disadvantages of traditional concrete are that high water absorption causes low chemical resistance, low modulus of elasticity, 

low impact strength and a long hardening time to reach its maximum properties, namely 28 days. The solution to these 

shortcomings that is being developed for construction material applications is by using polymers as polymer concrete. In this 

research, polyester resin and sand aggregate were used as basic materials. Polyester resin is a type of thermosetting polymer 

that is widely used in various applications such as automotive parts, composites and construction because of its suitable 

processing characteristics and affordable price. Meanwhile, the sand used is local Kalimantan sand, where from the XRF and 

XRD test results, local Kalimantan sand is included in the silica sand type. This research varies the weight fraction of polyester 

resin used to determine its effect on polymer concrete characteristics such as porosity, water absorption, compressive strength, 

and macro observations. Variations in the polymer weight fraction used were 20%, 25% and 30%. Compressive strength testing 

was carried out at the age of 7 days of concrete. The results of the porosity test show that the average porosity of all variations 

is ± 0.5%. Meanwhile, the average value of water absorption for all fractions is 0.2%. And the highest average value of 

compressive strength in the 30% polyester resin weight fraction was 66.9 MPa. So it can be concluded that all variations meet 

SNI standards to become concrete materials.  
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INTRODUCTION 

Geographically, Indonesia consists of approximately 17,504 islands, and three-quarters of Indonesia's territory 

is in the sea [1]. Because of Indonesia's vast territory, infrastructure is needed to support the community in its 

activities, such as bridges and toll roads [2]. There are many construction projects taking place in Indonesia, and 

they need good-quality materials. The material that is often used and plays an important role in good infrastructure 

development is concrete [3]. Concrete is the easiest construction material to find and is often used to produce it [4]. 

Concrete is basically a mixture consisting of coarse aggregate and fine aggregate, then mixed with cement and water 

to form a fine binder [5]. According to Mulyono [6], the weakness of Portland cement concrete is that it takes a long 

time, approximately 24 hours, to harden completely and takes 28 days to reach maximum strength. Nowakci [7], in 

that research, found the disadvantages of traditional concrete are high water absorption, low chemical resistance, 

low elastic modulus, low impact strength, and long hardening time to achieve maximum properties. So, innovations 

are needed for concrete manufacturing so that it has faster production times, stronger mechanical properties, and a 

long-lasting structure. To overcome some of the shortcomings of concrete in general, Albi's research [8] states that 

there is a new material consisting of aggregate and polymer resin binder, which is being developed for application 

as a construction material with properties that are superior to cement concrete in general [9]. 

In the realm of construction, polymers have emerged as versatile materials, finding extensive utility as adhesives 
and matrices within concrete structures. One notable innovation in this domain is polymer concrete, a relatively recent 

entrant that has garnered widespread adoption across various sectors. From road infrastructure to bridge construction, 
underground projects to surface refurbishments, polymer concrete has proven its mettle. Its superiority over traditional 
cement-based counterparts lies in several key attributes: heightened mechanical resilience, expedited drying and 
solidification processes, resistance against abrasion and environmental degradation, impermeability to water, and 
superior sound insulation. These advantages make polymer concrete an attractive choice for modern construction 

needs [10]. Among the different types of polymers, thermoset polymers are particularly prominent, offering superior 
strength, thermal endurance, and durability compared to thermoplastic alternatives [11]. In accordance with the 
Indonesian National Standard (SNI) 7833-2012 [12], concrete is mandated to possess a compressive strength of no 
less than 17 MPa. Previous investigations into polymer concrete have demonstrated compliance with this standard, 

showcasing an average compressive strength of 23.043 MPa [13]. This underscores the viability and robustness of 
polymer concrete as a construction material, meeting and even exceeding regulatory requirements.  

Polyester resin, a quintessential thermoset polymer, plays a pivotal role in composite and construction applications 
due to its favorable processing characteristics and cost-effectiveness [14]. Polymer concrete formulations 
incorporating polyester resin exhibit commendable chemical resistance and structural integrity, making them suitable 
for a myriad of applications including fillers, piping materials, staircases, and fabrication components. The efficacy 

of polymer concrete hinges upon the composition and proportions of aggregates, as well as achieving a harmonious 
balance between aggregate constituents and resin content [15].  

Furthermore, the utilization of locally sourced Kalimantan sand in this study as a constituent in polymer concrete 
blends aims to optimize mechanical and physical properties. This necessitates further investigations to delineate the 
ramifications of varying polyester volume fractions on the nuanced attributes of polymer concrete. By leveraging 
Kalimantan sand as a filler, the research endeavors to ascertain the optimal polyester resin volume fraction required 

to attain the desired mechanical and physical properties in polymer concrete formulations. This pursuit underscores a 
commitment to enhancing construction materials through empirical inquiry and innovation, catering to the evolving 
demands of contemporary infrastructure development and ensuring sustainability in construction practices.   

METHODOLOGY 

In this study, the characterization of polymer concrete is investigated through macroscopic observations, 

mechanical property analysis, water absorption, and porosity considering variations in the weight fraction of 
polyester resin. The study is divided into two main phases, namely the manufacturing process of polymer concrete 
samples and sample testing. The first phase involves the preparation of local Kalimantan sand by drying and sieving, 
as well as analysis using X-Ray Diffraction (XRD), X-Ray Fluorescence (XRF) techniques, and specific gravity 
measurement to identify the composition and physical characteristics of the sand. Subsequently, the composition of 

materials and resin is weighed according to the prescribed procedure before being homogeneously mixed in a single 
container. The mixture is then cast using a cylindrical mold with standard diameter and height, with lubrication 
applied to the mold for easy sample release after being allowed to stand for 24 hours at room temperature. After a 7-
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day curing period at room temperature, the samples are macroscopically observed, and tests are conducted on 
compressive strength, porosity, and water absorption.   

TABLE 1. Polymer Concrete Composition 

No %wt Polyester Resin 
%wt Kalimantan 

Local Sand 
Hardener 

1 20% 80% 2% 

2 25% 75% 2% 

3 30% 70% 2% 

 

RESULTS AND DISCUSSION 

X-Ray Fluorescence Analysis 

The results of XRF testing in Table 2 indicate that local sand from Kalimantan contains ten elements, with 
the highest mass percentage being silica (Si) at 96.8064%, followed by iron (Fe), aluminum (Al), and titanium 
(Ti). This finding is consistent with a previous study by Silvia [13], which also found that natural sand has the 
highest silica (Si) content at 81.7%, followed by iron (Fe) at 2.49%, calcium (Ca) at 14.8%, and several other 
elements with percentages of less than 1%, which can be considered impurities. Therefore, it can be concluded 
that this natural sand is silica sand due to the dominance of the Si element percentage in the XRF testing results. 

 
TABLE 2. XRF test result 

 

 

X-Ray Diffraction Analysis 

The XRD testing results of the local sand are depicted in Figure 1, showing similar findings to Hakim's study 
[16], where the peak intensity is highest at 2θ = 26.59211°. Additionally, Silvia's research [13] confirms this similarity, 
indicating that both the XRD curves of natural sand and local sand from Kalimantan exhibit the highest peak 
characteristic of quartz (SiO2) at 2θ = 26.59°. This alignment is further supported by XRF testing, which highlights the 
dominance of silicon (Si) in local Kalimantan sand, affirming its classification as silica sand. 
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FIGURE 1.  XRD Test Results for Local Kalimantan Sand 
 

Macro Observations 

Macroscopic observations were conducted to visually examine the polymer concrete specimens using a digital 
microscope. The average pore sizes obtained from a 20% resin weight fraction were 0.36 mm, while those obtained 
from a 25% resin weight fraction were 0.37 mm. Increasing the resin content to 30% resulted in the absence of large 
pores, but some small pores were observed, as shown in Figure 4. These pores were assumed to be due to sand grains 
detached because the grain size ranged from 0.297 mm to 0.147 mm, rather than trapped air. All images (2, 3, and 4) 
exhibit white areas representing polyester resin and gray areas representing aggregates. However, black areas with 
irregular or round edges indicate the presence of pores [17]. 

 

 

FIGURE 2. Results of macro observations of polymer concrete specimens with a weight fraction of 20% at 100X magnification 
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FIGURE 3. Results of macro observations of polymer concrete specimens with a weight fraction of 25% at 100X 
magnification 

 

FIGURE 4. Results of macro observations of polymer concrete specimens with a weight fraction of 30% at 100 X 
magnification 

 

Porosity Analysis 

Porosity can be defined as the ratio of pore volume to the total volume of the composite. The aim of this test is to 

determine the percentage of concrete pores relative to the total concrete volume. The data above are derived from 

calculations involving the mass of dry specimens, the mass of specimens weighed after being submerged for 24 hours, and 

the specimen volume. From Figure 5, the average porosity values were obtained: for a resin weight fraction of 20%, the 

average porosity percentage was 0.59%; for polymer concrete with a resin weight fraction of 25%, the average porosity 

percentage was 0.57%; and for polymer concrete with a resin weight fraction of 30%, the average porosity percentage was 

0.52%. According to Tarigan [18], the porosity value for a resin weight fraction of 20% indicates a lack of molecular 

bonding in the polymer concrete, resulting in the formation of numerous pores. Additionally, the addition of resin leads to 

a reduction in porosity because the resin fills the pores and seals micro-defects in the polymer concrete [19]. 
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FIGURE 5. Graph of the relationship between porosity percentage and variations in weight fraction of polyester resin  

Water Absorption Analysis 

The data above are derived from calculations involving the mass of dry specimens and the mass of specimens 
weighed after being submerged for 24 hours. From Figure 6, the average values of water absorption testing are shown. 
For a resin weight fraction of 20%, the average water absorption percentage was 0.27%; for polymer concrete with a 
resin weight fraction of 25%, the average water absorption percentage was 0.24%; and for polymer concrete with a 
resin weight fraction of 30%, the average water absorption percentage was 0.19%. 

Water absorption in concrete decreases as the polymer content increases, attributed to the pore-blocking effect 
of polymer particles [19]. Additionally, polymers are water-resistant materials, so polymer particles distributed within 
the concrete pores hinder water from penetrating through the concrete particles. With the addition of a resin weight 
fraction of 30%, the minimum water absorption value obtained was 0.19%, as the resin acts as a binder, reducing the 
pores in the polymer concrete. A lower water absorption percentage indicates higher quality polymer concrete [20]. 

 

The Result of Water Absorption 
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FIGURE 6. Graph of the relationship between the percentage of water absorption and variations in the weight fraction of 
polyester resin 
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Compressive Strength Analysis 

The purpose of this test is to determine the concrete's ability to withstand compressive forces per unit area of 
concrete surface. The test was conducted on cylindrical polymer concrete samples with polyester resin weight 
fractions of 20%, 25%, and 30% at a testing age of 7 days. From Figure 7, the average values of compressive strength 

testing are shown. For ordinary cement concrete, the average compressive strength value obtained was 18.45 MPa. 
However, for polymer concrete with a 20% resin weight fraction, the average compressive strength value was 56.96 
MPa; for polymer concrete with a 25% resin weight fraction, it was 60.76 MPa, and for polymer concrete with a 30% 
resin weight fraction, it was 66.9 MPa. The increase in resin percentage enhances the bonding between resin and 

aggregate, as polyester resin acts as a binder to bind aggregates and fill the interparticle voids, thus reducing the pores 
in the concrete [21]. This is supported by macroscopic observations, porosity testing, and water absorption testing, 
where an increase in resin content results in resin covering the pores or voids of the polymer concrete specimens, 
leading to stronger bonding between sand particles and resin, thus increasing the compressive strength. The lowest 

strength value was obtained with a 20% resin weight fraction, as a reduction in resin weight fraction can cause an 
increase in pores in the polymer concrete [19]. 
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FIGURE 7. Graph of the relationship between compressive strength and variations in the weight fraction of polyester resin 

in polymer concrete 

CONCLUSION 

The conclusion drawn from this research is the successful production of polymer concrete, as evidenced by the 
testing results surpassing the average SNI standards for all variations of polymer concrete. The most optimal 
material is found in polymer concrete with a 30% polyester resin weight fraction, exhibiting the lowest porosity 
value at 0.52%, the lowest water absorption value at 0.19%, and the highest compressive strength at 66.9 MPa. 
Macroscopic testing of specimens with a 30% resin content reveals that polyester resin uniformly coats the 
aggregate, consisting of sand, resulting in the nearly imperceptible presence of pores.  
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