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Abstract 
 
Background: Term-weighting plays a key role in detecting emotion in texts. Studies in term-weighting schemes aim to improve 
short text classification by distinguishing terms accurately. 
Objective: This study aims to formulate the best term-weighting schemes and discover the relationship between n-gram 
combinations and different classification algorithms in detecting emotion in Twitter texts. 
Methods: The data used was the Indonesian Twitter Emotion Dataset, with features generated through different n-gram 
combinations. Two approaches assign weights to the features. Tests were carried out using ten-fold cross-validation on three 
classification algorithms. The performance of the model was measured using accuracy and F1 score. 
Results: The term-weighting schemes with the highest performance are Term Frequency-Inverse Category Frequency (TF-ICF) 
and Term Frequency-Relevance Frequency (TF-RF). The scheme with a supervised approach performed better than the 
unsupervised one. However, we did not find a consistent advantage as some of the experiments found that Term Frequency-
Inverse Document Frequency (TF-IDF) also performed exceptionally well. The traditional TF-IDF method remains worth 
considering as a term-weighting scheme. 
Conclusion: This study provides recommendations for emotion detection in texts. Future studies can benefit from dealing with 
imbalances in the dataset to provide better performance. 
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I. INTRODUCTION 

Social media is now the norm for communication, interaction, and collaboration. Therefore, the number of social 
media users is increasing exponentially in the past years [1], including Twitter. The posts, also known as tweets, limit 
the content to 280 characters, which are usually concise and straightforward. Tweets may contain opinions and 
emotions about a current issue [2], so Twitter is a good source of data for sentiment analysis studies, including the 
classification of tweets based on their polarity for specific purposes [3]–[6]. However, sentiment analysis often fails 
to identify emotions, and it only recognizes a tweet based on its positive or negative associations [7]. More specific 
emotion detection is needed to analyze the public’s responses toward a certain issue more in-depth. 

Emotion is a strong feeling directed at something in response to internal or external stimuli with personal 
significance. Emotion affects many aspects of life, such as social interaction, behavior, attitude, and decision-making 
[8]. Branching off from sentiment analysis, emotion detection attempts to extract more subtle expressions such as joy, 
sadness, or anger in texts. The analysis results can benefit product testing and public policy [9]. Emotion detection 
can also improve interactions between humans and computers and create intelligent systems that consider users' 
emotional states [10]. As information technology develops, the need for emotion detection in texts increases to 
improve artificial intelligence. 

There are two main approaches to emotion detection in texts: the lexicon-based and the learning-based. The lexicon-
based approach predicts emotions in texts using a lexicon generator [11]–[13]—a dictionary consisting of words that 
have been pre-rated based on their emotional content. Each word in a sentence is analyzed to determine the context 
and the emotion. Combination functions such as sum or average are used to predict the end of a sentence. Meanwhile, 
the learning-based approach applies specific machine-learning methods to classify and predict emotions in texts [14], 
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[15]. The detection is similar to other text classification tasks, such as sentiment analysis. The classification is carried 
out in four steps: text preprocessing, feature engineering, model training, prediction, and evaluation [16], [17]. 

In-text classification turns textual representation into vectors to optimize the classification algorithm. This process 
consists of indexing and term-weighting. Term-weighting calculates the weight of each term in a text to find out the 
availability and similarity of that term in the text, which in this case, is a tweet [18]. Selecting a subset of terms from 
the text aims to create a representation and make computation faster and classification more effective. Since the 
scheme plays an essential role in classification [19], we can use it to produce more information-rich terms and 
determine the appropriate values for text classification requirements.  

Most studies on term-weighting for text classification in Indonesia use a common method: the term frequency-
inverse document [20], [21]. An in-depth study using a term-weighting scheme for emotion detection using Indonesian 
tweets is under-researched. This study has only been done in another language [22], [23]. Since every language has 
unique characteristics, the current study results are expected to yield different results. The primary objective of this 
research is to find out the effect of different term-weighting schemes on emotion detection in Indonesian tweets using 
various machine learning algorithms. This study can also be a starting point for further studies to determine the most 
effective term-weighting schemes in emotion detection. 

II. METHODS 

To analyze and detect emotions expressed in a tweet, we developed a supervised learning approach that classifies 
texts automatically. We compare the term-weighting schemes to obtain classification algorithms with the best 
performance. As seen in the proposed research method in Fig. 1, the process begins with data collection, text 
preprocessing, and feature extraction using n-grams and term-weighting schemes. The next stage is dividing data for 
training and testing, training the models, and evaluating the models. The next subsection describes each of these stages 
in greater detail. 

 

 

Fig. 1. Proposed research method 

 
 

A. Dataset 

We use the Indonesian Twitter Emotion Dataset [24] containing 4.403 tweets in Bahasa Indonesia that had been 
labeled with one of the five emotions: love, anger, sadness, joy, and fear. Each row consists of a tweet and its emotion 
label separated by a comma (,). The first row in the dataset is a header. For a tweet with a comma (,) inside the content, 
there is a quote (" ") to avoid column separation. The tweets in this dataset were preprocessed using several criteria. 
The username (@) is replaced with the term [USERNAME]. URL has been replaced with the term [URL]. Private 
numbers, such as phone numbers and invoices, had been replaced with the term [SENSITIVE-NO]. In terms of 
distribution, the dataset had unbalanced proportions, as shown in Fig. 2. Most of the tweets fell under the anger 
category, while the love and fear categories consisted of significantly fewer tweets. However, this study did not 
perform resampling to handle the imbalanced dataset. 
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Fig. 2. The tweets distribution by the emotion in the dataset shows an imbalance  

B. Text Preprocessing 

The available datasets were not well structured, so they needed to be preprocessed. Text preprocessing is necessary 
for feature extraction to improve classification performance [25]. The text preprocessing in this study was in five 
stages: case-folding, tokenization, slang words normalization, stemming, and stop-word removal. Case folding 
converted all letters into lowercase. Characters other than letters such as numbers and punctuation marks were 
removed. Then, each word in a sentence in the dataset was turned into a collection of tokens. Slang words or 
abbreviations were changed into formal words. Every word was also turned into its stem or basic form. Stop words 
that do not affect any polarity, such as conjunctions, were removed. 

C. N-Gram 

N-gram generates features based on the preprocessed tokens. In general, an n-gram is an n-word token chunk of a 
sentence. One word equals 1-gram, also known as a uni-gram. Using n-gram can retain more of the original sequence 
structure of the text. Therefore, the n-gram representation can be more informative. Theoretically, with � unique words, 
there may be �� unique 2-gram, also known as a bi-gram. In practice, the number of features generated is small because 
not every word can follow every other word. However, there is usually a more distinct n-gram (� > 1) than words. 
This means n-gram is a significantly larger and less frequent feature space. The larger the �, the richer the information, 
and the greater the computational cost. This study combines three types of n-grams: uni-gram, bi-gram, and tri-gram. 

D. Term-weighting Scheme 

Term-weighting focuses on assigning weight (score) to each term in a text representation process. An appropriate 
text representation makes an effective text classification system [26]. This process increases a classifier's efficiency 
by highlighting the most discriminatory terms in each category. In other words, it is critical to assign a value to each 
term to describe the document properly. In general, term-weighting schemes can be unsupervised or supervised [27]. 
The unsupervised approach does not rely on prior training documents for class categories. The shortcoming is that it 
does not consider the distribution of documents. In contrast, the supervised approach replaces the IDF factor from the 
TF-IDF by using prior knowledge about the document category and the statistical information from the texts included 
in the category. Research has confirmed that the supervised approach outperforms the unsupervised one [28]. 

1) Term Frequency (TF) 

TF is the most popular scheme because it is simple. TF assumes that the terms appearing more frequently in the 
document have higher importance. TF is a local weighting scheme because it depends on the number of times a 
particular term appears in a document. ��(��,��) for the �th term (��)  in the �th document can be calculated as follows 

(1): 

�����,��� =
���

∑ �∈��
���

          (1) 

 
where the term ��, ��� indicates the number of times �� appears in the given �th document. 
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2) Term Frequency - Inverse Document Frequency (TF-IDF) 

TF-IDF is a general scheme used to represent documents in a vector space model [29]. TF-IDF combines TF with 
inversed document frequency (IDF). Currently, TF-IDF is the most widely used scheme a text classification [30] and 
document categorization [31]. TF-IDF is based on the assumption that terms that appear less frequently in the dataset 
have the highest importance. TF-IDF can be calculated as follows (2): 
 

�� ∙������,��� = �����,���× ���
�

�(��)
          (2) 

 

where ��(��,��) is �� of term �� in document ��, while 
�

�(��)
  is IDF of term ��. 

3) Term Frequency - Chi-Square (TF-CHI2) 

Chi-Square (� �) is a statistical test method that evaluates the correlation between two variables and determines 
whether the variables are related or not. TF-CHI2 was proposed by [32] to calculate how independent ��  and �� were. 
TF-CHI2 is intended to select the term with the highest � � value. TF-CHI2 can be calculated as follows (3): 

 
 

�� ∙������,��� = �����,���×
� (�� − �� )�

(� + �)(� + � )(� + �)(� + � )
          (3) 

 
where � is the number of documents in the positive class with �� appearance, �  is the number of documents in the 

positive class with no �� appearance, � is the number of negative class documents where the term �� appears, �  is the 
number of documents of negative class with no term �� appearance, and �  is the entire documents. 

4) Term Frequency - Relevance Frequency (TF-RF) 

TF-RF assumes that a term with the highest frequency and concentration is in a positive class and not a negative 
class, as it detects positive samples more than negative samples [33]. The relevance frequency factor is expected to 
make the term discrimination more powerful, compared to the TF-IDF scheme that fails to discriminate positive 
samples from negative ones. TF-RF can be calculated as follows (4): 

 

�� ∙�����,��� = �����,���× log�2 +
�

���(1,�)
�          (4) 

 
where � is the number of documents containing term � (��), and � is the number of documents that do not contain 

term � (��). 

5) Term Frequency - Inverse Category Frequency (TF-ICF) 

While IDF pays attention to the occurrence of a term in a document set, TF-ICF considers the presence of a term in 
a class [34]. Class frequency (CF) states the number of classes in which term � (��) occurs, while |� | shows the number 
of categories in a document. The term importance is assumed to have an inverse proportion to the number of classes 
containing the term. TF-ICF can be calculated as follows (5). 

 

�� ∙������,��� = �����,���× log�
|�|

��(��)
�           (5) 

E. Classification Algorithm 

To confirm the performance and effect of each term-weighting scheme in detecting emotions, we use three learning 
algorithms, namely k-nearest neighbor (k-NN), support vector machine (SVM), and decision tree (DT). The three 
algorithms perform well, but it is important to note that this study examines the effectiveness of term-weighting 
schemes rather than the algorithms’ performance. Therefore, we did not attempt any hyperparameter tuning to 
determine the best parameters to improve the performance of the classification model.  

F. Performance Evaluation 

The model evaluation uses a ten-fold cross-validation procedure to avoid overfitting. The experiment done by 
randomizing the training set into ten parts. Meanwhile, the classification model training uses a nine-fold procedure. 
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The procedure was carried out up to ten times. In addition to accuracy, the classification model’s performance also 
uses an F1 score as a metric of performance. Accuracy is a ratio of correct predictions to the overall classification 
results [35] and can be calculated using (6). An F1 score is the average harmonic of the precision and recall scores 
[36], as defined at (7). Precision is a ratio of true positive predictions to the total number of positive predictions, and 
recall measures the ratio of true positive predictions to the total number of true positive documents. 

�������� =  
| ����� ��������� ���������� ��������� |

| ����� ������ �� ��������� |
          (6) 

 

�1 = 2 ×
��������� × ������

�������� + ������
          (7) 

III. RESULTS 

The experiment aims to determine the best term-weighting scheme and the relationship between the n-gram 
combination and the term-weighting scheme in different classification algorithms. After preprocessing, the dataset 
was divided into a training set and a testing set. Seventy-five percent of the dataset was used for training and the 
remainder for testing. The n-gram combination was used to generate features from the dataset. The number of features 
generated by the n-gram processes is shown in Fig. 3. The uni-gram generated 11.376 unique words. The combination 
of uni-gram and bi-gram generated 52.360 unique words. The combination of uni-gram, bi-gram, and tri-gram 
generated 95.421 unique words. The features that were formed would then be calculated using different term-
weighting schemes. 

 

 

Fig. 3. The comparison of the number of features produced by the n-gram combinations 

 
Each combination of n-gram, term-weighting scheme, and classification algorithms produces different results. The 

first test results in Table 1 show the performance of the classifier model using term-weighting schemes and uni-grams. 
The use of k-NN resulted in the best performance if paired with TF-RF, with an accuracy of 0.5145 and an F1 score 
of 0.5049. The decision tree using TF-ICF generated a higher accuracy score of 0.5455 and an F1 score of 0.5458. 
The highest accuracy was 0.6618 using SVM with TF-IDF, and the F1 score reached 0.6597. Fig. 4 shows that the 
term-weighting scheme with the supervised approach reached an average F1 score higher than the unsupervised 
approach for each classifier model. 

The further test results show that a combination of uni-gram and bi-gram performed better, as shown in Table 2. 
TF-RF with k-NN shows the best performance, with an accuracy of 0.51 and an F1 score of 0.5012. Like k-NN, the 
decision tree performed best when combined with TF-ICF, with an accuracy of 0.5518 and an F1 score of 0.5548. 
Unlike the previous test, the best term-weighting scheme in SVM was TF-ICF with an accuracy of 0.6727 and an F1 
score of 0.674. Fig. 5 shows that the term-weighting scheme with the supervised approach generates a better average 
F1 score for each classifier model. 
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TABLE 1 
TERM-WEIGHTING SCHEME RESULT IN UNI-GRAM 

ML Model 
Term-weighting 
Scheme 

Cross-Validation 
Accuracy (Std Dev.) 

Testing 
Accuracy 

F1 Score 

k-NN 

TF 0.5012 (+/- 0.0381) 0.4991 0.4885 
TF-IDF 0.4964 (+/- 0.0399) 0.48 0.4684 
TF-RF 0.5048 (+/- 0.0376) 0.5145 0.5049 
TF-ICF 0.2524 (+/- 0.0664) 0.2436 0.2046 
TF-CHI2 0.4345 (+/- 0.0416) 0.4382 0.433 

SVM 

TF 0.6515 (+/- 0.0431) 0.6527 0.651 
TF-IDF 0.6491 (+/- 0.0465) 0.6618 0.6597 
TF-RF 0.6512 (+/- 0.0411) 0.6509 0.6494 
TF-ICF 0.6400 (+/- 0.0408) 0.62 0.6216 
TF-CHI2 0.6248 (+/- 0.0573) 0.6445 0.6433 

Decision Tree  

TF 0.5082 (+/- 0.0466) 0.5391 0.5383 
TF-IDF 0.5052 (+/- 0.0578) 0.5327 0.5333 
TF-RF 0.5039 (+/- 0.0497) 0.5264 0.5294 
TF-ICF 0.5264 (+/- 0.0519) 0.5455 0.5458 
TF-CHI2 0.5209 (+/- 0.0484) 0.5236 0.5297 

 

 

Fig. 4 The result of the F1 score for each term-weighting scheme using uni-gram 

 
TABLE 2 

TERM-WEIGHTING SCHEME RESULT IN UNI-GRAM AND BI-GRAM 

ML Model 
Term-weighting 
Scheme 

Cross-Validation 
Accuracy (Std Dev.) 

Testing 
Accuracy 

F1 Score 

k-NN 

TF 0.5048 (+/- 0.0481) 0.5009 0.4897 
TF-IDF 0.4994 (+/- 0.0483) 0.5064 0.4963 
TF-RF 0.5036 (+/- 0.0471) 0.51 0.5012 
TF-ICF 0.1727 (+/- 0.0690) 0.1645 0.0734 
TF-CHI2 0.3830 (+/- 0.0317) 0.3991 0.3792 

SVM 

TF 0.6539 (+/- 0.0468) 0.6591 0.657 
TF-IDF 0.6609 (+/- 0.0526) 0.6636 0.6604 
TF-RF 0.6555 (+/- 0.0500) 0.6591 0.6571 
TF-ICF 0.6742 (+/- 0.0562) 0.6727 0.674 
TF-CHI2 0.6361 (+/- 0.0578) 0.6355 0.6323 

Decision Tree  

TF 0.5070 (+/- 0.0481) 0.5373 0.5401 
TF-IDF 0.5058 (+/- 0.0437) 0.5264 0.5292 
TF-RF 0.4997 (+/- 0.0508) 0.5236 0.5261 
TF-ICF 0.5270 (+/- 0.0631) 0.5518 0.5548 
TF-CHI2 0.5415 (+/- 0.0496) 0.4909 0.4879 
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Fig. 5 The result of the F1 score for each term-weighting scheme using a combination of uni-gram and bi-gram 

 
The last test results on the combinations of uni-gram, bi-gram, and tri-gram are shown in Table 3. Unlike the 

previous two tests, k-NN showed the best performance when using TF-IDF, with an accuracy of 0.5091 and an F1 
score of 0.4984. In comparison, the decision tree’s accuracy was 0.5564, and F1 score was 0.5582 in the TF-ICF 
scheme. SVM using TF-IDF showed the best performance, with an accuracy of 0.6673 and an F1 score of 0.6635. 
Fig. 6 shows the F1 test results of the term-weighting schemes with the three classification algorithms. The term-
weighting scheme with the unsupervised approach shows a better average F1 score for each classifier model. 

Based on the results of the three tests, the overall performance of the term-weighting scheme and the classifier 
model increases when using a uni-gram combination. The performance trend declines when using a triadic 
combination of uni-gram, bi-gram, and tri-gram. Meanwhile, SVM seems the most stable classifier model because it 
shows the best performance in the three tests. TF-ICF and TF-RF are term-weighting schemes that show the best 
performance among other schemes. The term-weighting scheme with the supervised method shows consistent results 
with different classifiers in various tests. 
 

TABLE 3 
TERM-WEIGHTING SCHEME RESULT IN UNI-GRAM, BI-GRAM, AND TRI-GRAM 

ML Model 
Term-weighting 
Scheme 

Cross-Validation 
Accuracy (Std Dev.) 

Testing 
Accuracy 

F1 Score 

k-NN 

TF 0.5036 (+/- 0.0516) 0.4982 0.4869 
TF-IDF 0.5061 (+/- 0.0449) 0.5091 0.4984 
TF-RF 0.5018 (+/- 0.0473) 0.5036 0.4952 
TF-ICF 0.1782 (+/- 0.0528) 0.1782 0.109 
TF-CHI2 0.3512 (+/- 0.0410) 0.3655 0.3374 

SVM 

TF 0.6497 (+/- 0.0621) 0.6545 0.6516 
TF-IDF 0.6564 (+/- 0.0401) 0.6673 0.6635 
TF-RF 0.6503 (+/- 0.0600) 0.6545 0.6514 
TF-ICF 0.6609 (+/- 0.0602) 0.6564 0.6588 
TF-CHI2 0.6376 (+/- 0.0690) 0.6218 0.6184 

Decision Tree  

TF 0.5094 (+/- 0.0466) 0.5173 0.5221 
TF-IDF 0.5133 (+/- 0.0487) 0.5082 0.5131 
TF-RF 0.5115 (+/- 0.0483) 0.5145 0.5182 
TF-ICF 0.5379 (+/- 0.0562) 0.5564 0.5582 
TF-CHI2 0.5448 (+/- 0.0405) 0.4527 0.443 
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Fig. 6 The result of the F1 score for each term-weighting scheme using a combination of uni-gram, bi-gram, and tri-gram 

IV. DISCUSSION 

We tested the effectiveness of the classification models by varying the term-weighting schemes on the dataset. The 
results show that different term-weighting schemes can increase term discrimination effectiveness in detecting 
emotion in texts. N-grams also play an essential role in generating features from the dataset, even though further 
research is needed to corroborate the results. In theory,� > 2 will generate fewer features. We attempted to modify 
the n-gram combinations to generate more features even though it may not improve the classifier model’s performance. 
The experimental results show that the features generated by a combination of uni-gram and bi-gram perform better. 

Although TF-CHI2 showed the best performance in [37], we did not find a significant increase in performance from 
TF-IDF in the whole trial. Overall, we found TF-ICF to be the best term-weighting scheme. A study by [38] showed 
that TF-ICF outperformed other approaches such as TF-RF and TF-IDF. Similarly, a study [23] classifying Arabic 
texts using k-NN showed that TF-ICF was the best approach. However, it did not give satisfactory results in our tests. 
Instead, SVM with TF-ICF performed the most satisfactorily. We also found that the advantages of the term-weighting 
scheme with the supervised approach over the unsupervised one need further investigation. Although in our tests, TF-
ICF and TF-RF generated better results than other methods, we did not find a consistent advantage. Even in several 
other experiments, the traditional TF-IDF method still performed well. Therefore, TF-IDF remains a good choice for 
term-weighting schemes. 

This study has proven the effect of different term-weighting schemes on emotion detections, but the findings can 
be extended to other tasks. For example, sentiment analysis can classify emotions into a more general form based on 
their polarity—angry emotions are classified as negative, and happy emotions as positive. We also observed that the 
performance of a classifier model could be improved. A class imbalance in the dataset can lead to a bias in the class 
selection. One way to deal with this is to use resampling techniques [39].  

The practical implications of this study can benefit other fields of study. For example, they can be used to detect 
stress or mental disorders [40], [41], so the health policy or interventions will be more targeted. It can also be applied 
to conversational media, where a system can show the emotions of its users [42]. 

V. CONCLUSIONS 

Considering the critical role of a term-weighting scheme in text classification, especially in emotion detection in 
short texts, we proposed a term-weighting scheme study to improve the term-distinguishing power in text 
classification. The current study’s experiments were carried out using the Indonesian Twitter Emotion Dataset corpus. 
While an algorithm is an essential part of a text classifier system, text representation is the primary model for building 
a text classifier. The bag-of-words approach remains a mainstay in many text representations today. However, many 
other techniques from term types or term weights are also studied for more information. This study focuses on finding 
the best text classifier performance in emotion detection based on different term-weighting schemes. 

In this study, the n-gram combinations affect the performance. The higher the combination, the higher the number 
of features (unique words) produced. A ten-fold cross-validation test was performed using three machine learning 
algorithms against five term-weighting schemes. We found that TF-ICF and TF-RF are the highest performing term-
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weighting schemes based on the testing and analysis. In general, the term-weighting scheme with a supervised 
approach is better than the unsupervised one. However, we did not find consistent gains—other experiments found 
that TF-IDF also performed well.  

In emotion detection, further research improves the current research’s results to achieve better model performance. 
Future studies can, for example, consider the effect of class imbalance on the dataset for each text weighting scheme. 
Class imbalance in datasets can create a bias in choosing the majority class. Other learning algorithms can also be 
explored by considering hyperparameter tuning. Tuning aims to find a combination of parameters to achieve high 
performance. Finally, this term-weighting scheme can be used in other similar datasets or similar text classification 
tasks, such as sentiment analysis.  
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