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Abstract 
 
Background: Personality distinguishes individuals from one another, guides their actions and reactions, and dictates their 
preferences in many aspects of life, including shopping.  
Objective: This study determines the characteristics of an ideal customer based on individual personality. 
Methods: Data mining techniques used in this study are K-nearest neighbour (KNN), linear support vector machine (SVM), 
and random forest. This study also applies the synthetic minority oversampling technique (SMOTE) to overcome the imbalance 
in the amount of data. 
Results: This study shows that the application of the SMOTE and random forest models resulted in 88% accuracy, 79% 
precision, and 70% recall, which are the highest compared to other models. 
Conclusion: SMOTE in this research is unsuitable for use in the KNN and linear SVM classification models. Ensemble-based 
models such as random forest can produce high accuracy when SMOTE is applied for data pre-processing. 
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I. INTRODUCTION 

Personality is what distinguishes human beings from one another. It also guides actions, preferences, and behaviours 
[1] in many aspects of life, including shopping and consumption. Different consumers’ behaviours are reflected in 
shopping lists from supermarkets, online shops, or souvenir outlets. These behaviours could represent consumers’ 
personalities. Machines can be trained to recognise and assess individual personalities [2], including from their 
shopping lists. Past research has done this through music preferences [3], Twitter data [4], Facebook, and YouTube 
[5]. The methods used include XGBoost [2], an ensembled way [2], linear regression [4], decision tree [5], support 
vector machine [5], and robust model [6]. The practical implications of personality analysis using machine learning 
include social network analysis [7], recommendation systems [8], fraud detection [9], authorship attribution [10], and 
sentiment analysis or opinion mining [11]. Machine learning is better than questionnaire investigations or expert 
interviews because traditional personality assessment methods are expensive and less practical [12]. 

User personality analysis has been done in past research using supervised learning. Mavis et al. seek to model the 
association between social media messages and the big five personality traits [4]. They used Twitter posts and user 
statistics for analysis [4]. Several methods were used to capture user profiles, and the supervised learning techniques 
were then compared [4]. Meanwhile, Shumanov et al. aimed for two goals: first, to show how an algorithm may be 
used to determine consumer personality traits using contextual data, and second, to investigate the variables that affect 
the relationship between personality traits and advertising persuasiveness [13]. Vargas et al. discover market segments 
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using impartial logic [14]. They used neutrosophic logic, a decision-making method using a neural network. It provides 
a nuanced interpretation of language phrases for qualitative information analysis in market segmentation. 

To enhance the effectiveness of sentiment categorisation for customer evaluations, Zhang et al. suggested a model 
that considers all characteristics and explores interactive relationships within and across features [15]. Maheswari et 
al. classified clients using the SVM algorithm based on their purchasing patterns [16]. They used inventory and sales 
datasets available on the Internet and evaluated them using algorithms. Tandera et al. developed a system to predict 
personality using data from Facebook [17]. The personality model used was the big five personality model. The 
algorithm used is deep learning, with an accuracy of 74.17%. 

Majumder et al. developed a deep learning method to identify personality from a text [18]. The big five 
psychological profiles can identify features based on the text. Distinct binary classifiers can be trained with a similar 
design for each feature. The implementation used a deep convolutional neural network (CNN) with a specific design. 
M. Rahman et al. provided an empirical method for determining the optimum personality recognition performance 
[19] by contrasting numerous activation functions, including sigmoid, tanh, and leaky ReLU. Convolutional neural 
networks receive pre-processed and vectorised text as input. The length of each word, sentence, record, and the feature 
vector is multiplied by the input size. The experimental analysis used five personality traits named EXT, NEU, AGR, 
CON, and OPN. Likewise, Pratama et al. constructed a working framework to predict identity from content composed 
by Twitter users [20]. Using deep learning, Mehta et al. examined models applied to personality recognition [21]. 
Elmitwally et al. propose identifying identity and behaviour based on minimal input [22]. This has also been done 
using the big five personalities [23]. Singh et al. investigate the use of Twitter profiles to predict users’ personalities 
[24], involving 450 profiles and over 1 million tweets. 

Based on the previous studies, this study focuses on the personality of shoppers, using several data mining 
classification methods. Therefore, this study will focus on the data balancing techniques used. In previous studies, 
using data balancing techniques for personality analysis problems is still rare. 

II. METHODS 

Fig. 1 shows the proposed system in this study. The initial step starts with obtaining data related to customer 
personality. The second step is pre-processing, namely identifying missing values and balancing data. The third step 
is classification using several data mining techniques, such as random forest, KNN, and SVM. The last step is to 
analyse the classification results based on accuracy, precision, and recall.  
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Fig. 1 proposed system 
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A. Dataset 

This research dataset uses a dataset about customer personalities [25], containing 2240 rows of data and 29 columns. 
Table 1 shows the characteristics of the dataset in this study. This dataset is obtained from customers’ transactions at 
a store. The data underwent pre-processing before data values were identified, and the amount of data was balanced. 

 
TABLE 1 

CHARACTERISTICS DATASET 
No Features Type 
1 ID Numeric 
2 Year Birth Numeric 
3 Education Text 
4 Marital Status Text 
5 Income Numeric 
6 Kid Home Numeric 
7 Teen Home Numeric 
8 Dt Customer Date 
9 Recency Numeric 
10 Spent Wine Numeric 
11 Spent Fruits Numeric 
12 Spent Meat Products Numeric 
13 Spent Fish Products Numeric 
14 Spent Sweet Products Numeric 
15 Spent Gold Products Numeric 
16 Num Deals Purchases Numeric 
17 Num Web Purchases Numeric 
18 Num Catalog Purchases Numeric 
19 Num Store Purchases Numeric 
20 Num Web Visits Month Numeric 
21 AcceptedCmp3 Numeric 
22 AcceptedCmp4 Numeric 
23 AcceptedCmp5 Numeric 
24 AcceptedCmp1 Numeric 
25 AcceptedCmp2 Numeric 
26 Complain Numeric 
27 Cost Contract Numeric 
28 Revenue Numeric 
29 Response Numeric 

 

B. Pre-processing 

This process is carried out by selecting the features used in this study. Features that are not used in this study are 
ID, Year, and Dt Customer because they are not relevant. Education and marital status features are changed into 
numeric form. 

C. Identifying the Missing Values 

In this process, the identification of null values in the dataset was carried out. The dataset of this study has an invalid 
value of 24 rows in the income feature. This can disrupt the process of balancing data classes and classifications. 
Therefore, the null values were deleted, so the total row of data in the dataset was 2216. 

D. SMOTE 

This step is done by balancing the data class, namely the response. There are two types of reactions to the dataset: 
accepting an offer is written with the number 1, or rejecting the proposal is registered with the number 0. The method 
used in this process is the SMOTE oversampling model. In this process, for the data amounting far below the dominant 
class, additional data will be added so that the amount is close to balance with the prevailing style. 

 
TABLE 2 

APPLY SMOTE 
 Response class 0 Response class 1 
Before applying SMOTE 1883 333 
After applying SMOTE 1883 1428 
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Table 2 shows the results obtained after applying SMOTE. For minor class 1, after the SMOTE technique was 
carried out, there was a significant addition of about 1000 data. The class was almost balanced with the amount of 
data in the substantial class 0. 

E. Classification 

The final step is classification is to compare 30% of testing data with 70% of training data to determine accuracy, 
precision, and recall. This study uses several data mining classification methods: random forest, SVM, and KNN. 

● SVM 
The linear SVM algorithm with the chosen kernel is used for the classification procedure. An essential component 

of machine learning theory is the SVM, which is effective in many scientific and engineering applications, particularly 
in classification [26]. The SVM classification idea can be described in (1): suppose there are m samples of observations 
(training set), (xi, yi), i = 1, 2, ..., m where: 
 

��
� = (��1, … ���) ∈ �� #(1)  

 
Where ��

� is the d-dimensional feature of the sample, i and y ∈ {-1, +1} is the coded label class. If sample xi is 
assigned to a positive class, so yi is +1, and if assigned to a negative class, so yi is -1. This training set can be separated 
by a hyperplane ���� + � = 0, where w is the weight vector, and b is bias. The linear kernel formula can be seen in 
(2). 
 

�(�, �) = ��� #(2)  
 
Using linear kernels on data with various properties, such as text data, is appropriate. The kernel functions 

significantly influence the accuracy obtained in an SVM analysis and the parameters employed [26]. 
● Random Forest 

The classification or regression ensemble learning technique builds many decision trees throughout the training 
process and outputs. The results as the class mode (classification) or average prediction (regression) of individual trees 
[27]. Random forest is a well-known supervised learning classification model in several classification fields [27]. 

 

������� = �

�

�

�� ��� ��� 2  �� #(3)  

 
The entropy (information gain) in (3) is used in this detection process, where c is the number of values in the target 

attribute (number of classification classes), Pi is the sample portion for type i. 
● KNN 

The most effective K value, or one that comes the closest to the outcome, is found by this algorithm. Use the 
following equations (4) - (6), and to calculate the similarity efficiency in KNN (7)  [28]. 

 

���(�1, �2) =
�1. �2

�|�1|�
�

�|�2|�
�

 #(4)  

 
where d1 and d2 are the vector documents used, each neighbour is assigned a weight using the similarity in each 

neighbour up to d0, as shown in formula (5). 
 

�����(�0, ��) = �

��∈���(��)

���(�0, ��)�(��, ��)#(5)  

 
where KNN (d) is the closest set of K-neighbours of the d0 document. �(dj,Ci) stands for classification of dj 

documents related to class Ci. Formula (6) is a derivative of the formula �(dj,Ci). 
 

�(��, ��) = {1 �� ∈ �� 0 �� ∉ �� } #(6)  
 
Finally, to decide on the KNN, Equation (7) is used. 
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� =��� ��� ����� ������(�0, ��)�  #(7)  

 
To see the results of accuracy, precision, and recall, calculations using the confusion matrix (8), (9), and (10) are 

used. The experiments carried out in this study were to apply three data mining classification methods (random forest, 
SVM, and KNN). In addition, the experiments are conducted by applying data class balancing techniques using 
SMOTE.  Equations (8) - (10) are formulas for calculating accuracy, recall, and precision [22]. 

 

�������� =  
�� + ��
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III. RESULTS 

Table 3 displays the accuracy, precision, and recall results in each method conducted by experiments in this study. 
The highest measurement results in terms of accuracy, precision, and recall were obtained in the proposed method of 
this research, namely SMOTE + Random Forest, at 88%. In comparison, the lowest accuracy was the SMOTE + KNN 
method at 66%.  

 
TABLE 3 
RESULT 

No Methods Accuracy % Precision % Recall % 
1 Random Forest 88 72 58 
2 Linear SVM 84 65 56 
3 KNN 84 65 56 
4 SMOTE + Random Forest 88 79 70 
5 SMOTE + Linear SVM 73 63 73 
6 SMOTE + KNN 66 58 64 

  
Table 4 shows the comparison with previous research on personality classification. This study also compared the 

accuracy results with several previous studies. The results show that the SMOTE + Random Forest method is more 
effective than previous studies. The farthest difference in accuracy reached 22%. The results on Random Forest with 
SMOTE + Random Forest have the same accuracy, but for precision and recall, the results are different. After applying 
the sampling method, the precision and recall results increased.  

 
TABLE 4 

COMPARISON TO OTHER STUDY 
No Results Accuracy % 
1 Utami et al [1] 56 
2 Kunte et al [2] 82.5 
3 Farnadi et al [5] 78.25 
4 Mehta et al [21] 58 
5 Elmitwally et al [22] 73 
6 This Research 88 

 
Table 3 shows the SMOTE and random forest models obtained the highest results of 88% for accuracy, 79% for 

precision, and 70% for recall. These results were compared using only a single random forest classification model, 
which resulted in lower precision and recall by 7% and 12%, respectively. This study also tested other methods: linear 
SVM and KNN. The single linear SVM method results are compared to SMOTE for accuracy, precision, and recall. 
The results obtained for the single KNN method compared with SMOTE and KNN are the same: decreasing accuracy 
and precision results but increasing recall results. After applying the SMOTE model, the decrease in accuracy is the 
most significant at 18%, while accuracy declined by 11%. Based on the results obtained, applying the SMOTE model 
to imbalanced data problems for several models does not improve the accuracy results. Still, there is an increase in 
precision and recall. 
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Table 4 also shows that this study yielded a higher accuracy, even with a difference of up to 20%. Previous research 
only used supervised learning data mining methods without data balancing. Even with data balancing, a previous study 
could only produce an accuracy of 56%. This was due to the selection of a supervised learning model that did not 
match the form of the data used. 

IV. DISCUSSION 

The problem of decreasing yield after applying the SMOTE method is because, at the time of oversampling, 
minority class data was balanced out forcibly to match the majority class. These problems cannot be appropriately 
classified for some models, such as linear SVM and KNN. However, the problem can be organised well by the random 
forest model. The three methods used for classification have different characteristics. For example, for linear SVM, 
good accuracy results are obtained based on the type of kernel used. Meanwhile, for KNN, good accuracy results are 
determined by the right K point. In contrast, accuracy results depend on the number of resulting decision trees and 
information gained for a random forest. Therefore, in applying the SMOTE method, only the random forest model 
can improve the accuracy, precision, and recall results. 

  
TABLE 5 

RESEARCH CONTRIBUTION 
Personality Identification
  

Balancing Data Methods 

Utami et al [1] Yes SVC 
Kunte et al [2] No XGBoost 
Farnadi et al [5] No Regression 
Mehta et al [21] No Deep Learning 
Elmitwally et al [22] No Decision Tree 
This research Yes Random Forest 

 
This study had higher results than previous studies. Table 4 and 5 is a comparison of the contributions of previous 

studies with the research of this paper. For example, Kunte et al. [2] used the XGBoost classification model without 
performing a dataset balancing technique. It only resulted in an accuracy of 82.5%. Meanwhile, Utami et al. [1] carried 
out a dataset balancing technique and used the SVC classification model. However, the accuracy tended to be low at 
56%. From the previous two studies, the accuracy results can still be improved. The results of this proposed study are 
88% with balancing techniques and random forest classification models. Using classification models and dataset 
balancing techniques can result in significantly different accuracies of 6%-22%. Nonetheless, the limitation of this 
study is that the data balancing dataset is used only with limited data mining classification models. 

V. CONCLUSIONS 

Based on the results obtained in this study, the best data mining methods are SMOTE and random forest, with 88% 
accuracy. The lowest accuracy is by SMOTE and linear SVM models at 73%. Meanwhile, the lowest precision is 58% 
at the application of SMOTE and KNN. The lowest recall is 56%, applying a single KNN and linear SVM model. The 
SMOTE method in this research is unsuitable for use in the KNN and linear SVM classification models. Ensemble-
based models such as random forest can produce high accuracy even though the SMOTE model is applied for data 
pre-processing. We can combine under-sampling imbalanced data methods with deep learning classification models 
for future problems. 
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