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Abstract

Background: COVID-19 has become a primary public health issue in various countries across the world. The main difficulty in managing outbreaks of infectious diseases is due to the difference in geographical, demographic, economic inequalities and people's behavior in each region. The spread of disease acts like a series of diverse regional outbreaks; each part has its disease transmission pattern.

Objective: This study aims to assess the association of socioeconomic and demographic factors to COVID-19 cases through cluster analysis and forecast the daily cases of COVID-19 in each cluster using a predictive modeling technique.

Methods: This study applies a hierarchical clustering approach to group regencies and cities based on their socioeconomic and demographic similarities. After that, a time-series forecasting model, Facebook Prophet, is developed in each cluster to assess the transmissibility risk of COVID-19 over a short period of time.

Results: A high incidence of COVID-19 was found in clusters with better socioeconomic conditions and densely populated. The Prophet model forecasted the daily cases of COVID-19 in each cluster, with Mean Absolute Percentage Error (MAPE) of 0.0869; 0.1513; and 0.1040, respectively, for cluster 1, cluster 2, and cluster 3.

Conclusion: Socioeconomic and demographic factors were associated with different COVID-19 waves in a region. From the study, we found that considering socioeconomic and demographic factors to forecast COVID-19 cases played a crucial role in determining the risk in that area.
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I. INTRODUCTION

The infection of the SARS-CoV-2 virus causes a highly contagious disease called Coronavirus Disease 2019 or COVID-19 [1]. The first case of COVID-19 was identified in Wuhan City, Hubei Province, China, as pneumonia with an unknown cause in December 2019 [2], [3]. Belonging to the family of respiratory viruses, COVID-19 has a high transmissibility risk [4]. Based on [4], COVID-19 can be transmitted through four major modes of transmission: direct (physical) contact, indirect contact (contact with contaminated surfaces or objects), droplet, and aerosol. On March 11, 2020, the World Health Organization (WHO) announced COVID-19 as a global pandemic [5]. As of February 15, 2023, COVID-19 has infected 677,904,870 people and caused death to 6,784,394 people in the world [6].

Many factors have impacted the transmissibility of infectious disease, not only to be a trait of the biological pathogen but also the result of socioeconomic and demographic factors of an area. [7]. Socioeconomic and demographic factors may affect several aspects of human life, including health-related aspects [8]. According to [9], social structures such as income and poverty play an essential role in determining COVID-19 cases in several European countries. The study from [10] used machine learning techniques such as Random Forest, Quantile Regression, and Hierarchical Regression to understand how socioeconomic and demographic factors affect COVID-19. They found that population density, the proportion of women, and commuting time were the three main factors controlling the spread of COVID-19. Moreover, [11] investigated the statistical association between the prevalence of COVID-19 with socioeconomic, demographic, and health indicators using bivariate and multivariate analysis. The study from [11] found that the prevalence of COVID-19 was negatively associated with the gender ratio and positively associated with life expectancy.
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The differences in socioeconomics and demographics in each region become one of the difficulties in managing infectious diseases. In a forecasting model, the national-level projection is dominated by the number of cases from big and highly populated regions [6]. Many predictions for rural, semi-rural, and small populations produce over or under-forecasting outbreaks due to data skewed toward urban areas [6]. Building a forecasting model that considers the socioeconomic and demographic factors will produce specific information about COVID-19 in the area. Regencies and cities may be seen as "building blocks" for a province based on socioeconomic and demographic characteristics. As a result, clustering techniques are suitable for this task. Regencies or cities in a province can be grouped into clusters based on socioeconomic and demographic similarities. Groups of people with the same demographic, economic, and social status tend to behave similarly because of cultural similarities. Different algorithms, such as hierarchical clustering, can be applied to group the data. Hierarchical clustering has been applied in many fields; authors of [12] applied the hierarchical clustering algorithm in customer segmentation to create a credit card company's marketing strategy. The study from [13] applied hierarchical clustering to analyze the socioeconomic status (SES) of immigrants in Chile. Then [14] applied a hierarchical clustering approach to assessing the relationship between socioeconomic with cardiovascular and metabolic health. Another study by [15] utilized the hierarchical clustering technique to identify the cluster of regions with the same COVID-19 epidemic pattern in Italy. Hierarchical clustering is a technique to group objects based on pairwise distances in an agglomerative (bottom-up) and divisive (top-down) manner [15]. Each observation starts in its cluster with agglomerative clustering, which joins the most similar two clusters into one cluster to create a hierarchy [6]. In this study, we use agglomerative hierarchical clustering because it gives specific details on which observations are most similar. Dendrogram, the algorithm's output, can be utilized to understand the big picture and the groups in the data.

Since COVID-19 began to spread in early 2020, researchers around the world have used various modeling techniques to predict future COVID-19 cases [16]–[21]. Accurate prediction of future cases can be used to anticipate the dispersal of the disease. Machine learning, statistical methods, and deep learning are widely utilized for predicting epidemic evolution [22]. These models use past data to predict future trends and can be adapted to forecast COVID-19 as the cases are reported daily. Based on [23], among time-series models, Facebook Prophet, or called FBProphet, has been utilized in numerous applications across various fields due to its high accuracy in forecasting/prediction. A study from [24] used the Prophet model to predict the positive and fatality of COVID-19 in India during and after the lockdown period. This study shows that the model performs better in predicting COVID-19 during lockdown with 87% accuracy, while after the lockdown relaxation, the model's accuracy dropped to 60%. The study from [25] compared Support Vector Machines, Linear Regression, and FBProphet for predicting COVID-19 in India. Results in [25] have shown that the Prophet method is highly effective in predicting active, death, and cure rates compared with other techniques.

Most studies related to COVID-19 that have been conducted so far mainly focused on finding how socioeconomic and demographic factors affect COVID-19, such as the study from [9]–[11],[26] or only focus on forecasting the daily cases of COVID-19 such as the study in [16]–[21]. Research that combines both analyses has not been widely studied. We combine both analyses for the work discussed in this study by conducting a two-phased modeling approach. First, we collected several regency/city-level socioeconomic and demographic datasets. Using the agglomerative hierarchical clustering approach, we intend to use this data to group regencies/cities into large aggregations based on their socioeconomic and demographic similarities. We will analyze the relationship between socioeconomic and demographic factors to COVID-19 in each group of regencies/cities. Then, we count the daily cases in each group and build a forecasting model using FBProphet to assess how COVID-19 will spread if current restrictions are maintained. From this study, we can identify the most critical regency/city-level socioeconomic variables related to COVID-19 transmission and group individual regencies/cities into clusters based on socioeconomic characteristics. In each cluster, through the forecasting model, we assess the transmissibility of COVID-19 over a short period of time and find the area with high risk where public health measures should be more focused. By conducting these two analysis steps, we hope it can provide better information about COVID-19. Further applications of this study can be used as a principle for the area decision-support systems to assist direct responses to pandemics and to prepare preventative measures against potential future epidemics.

II. METHODS

This study is divided into three main stages: data collection, analysis of the relationship between socioeconomic-demographic factors and COVID-19 using hierarchical clustering, and forecasting COVID-19 in each cluster using FBProphet, as shown in Fig. 1. The main stages of this study are described in detail in the subsections.
A. Stage 1: Data Collection

In this study, we used data from East Java, one of the provinces in Indonesia. The COVID-19 data were retrieved from April 21, 2020, to November 28, 2022, from the daily reports of the East Java Government [27]. Each regency's socioeconomic and demographic data were collected from the annual report of the Central Bureau of Statistics of East Java Province [28]. The socioeconomic and demographic variables used in this study are based on the variables used in several previous studies [11], [26], [29], [30]. But not all of them are used; the final variables are adjusted to the available data in East Java Province. Finally, 17 socioeconomic and demographic variables were identified to group regencies/cities and analyze the relationship between socioeconomic-demographic factors with COVID-19. Further information about the variables is given in Table 1.

B. Stage 2: Analysis of the Relationship of Socioeconomic-Demographic Factors with COVID-19

East Java is the largest province on Java Island; it is very diverse demographically and geographically. Hence, it is worthwhile to analyze the disease's spread based on regions in this province with similar socioeconomic and demographic characteristics. Several steps in examining the relationship between socioeconomic and demographic with COVID-19 are as follows [6], [15], [12]:

### Table 1: List of Socioeconomic and Demographic Variables

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tot_pop</td>
<td>The number of populations by county</td>
</tr>
<tr>
<td>2</td>
<td>Pop_density</td>
<td>Population density is the number of individuals per unit geographic region</td>
</tr>
<tr>
<td>3</td>
<td>%_elderly_pop</td>
<td>Percentage of the population aged 65 years or over per total population</td>
</tr>
<tr>
<td>4</td>
<td>Gender_ratio</td>
<td>The ratio between the number of males and females</td>
</tr>
<tr>
<td>5</td>
<td>%_higher_ed</td>
<td>Percentage of the population with a college degree</td>
</tr>
<tr>
<td>6</td>
<td>Reg_min_wage</td>
<td>The minimum wage by county</td>
</tr>
<tr>
<td>7</td>
<td>Num_hospital</td>
<td>The number of hospitals</td>
</tr>
<tr>
<td>8</td>
<td>Unemployment_rate</td>
<td>The ratio between job seekers and the workforce</td>
</tr>
<tr>
<td>9</td>
<td>HDI</td>
<td>Human development index</td>
</tr>
<tr>
<td>10</td>
<td>GDI</td>
<td>Gender development index</td>
</tr>
<tr>
<td>11</td>
<td>%_poor_pop</td>
<td>Percentage of the poor population</td>
</tr>
<tr>
<td>12</td>
<td>Expenditure_per_cap</td>
<td>The household's final consumption of goods and services for one month per total number of the household members</td>
</tr>
<tr>
<td>13</td>
<td>%_beneficiary_pop</td>
<td>The percentage of the family who receives government assistance budget</td>
</tr>
<tr>
<td>14</td>
<td>GDP_reg</td>
<td>Gross domestic product regional</td>
</tr>
<tr>
<td>15</td>
<td>%_urban_pop</td>
<td>The number of urban populations per total population</td>
</tr>
<tr>
<td>16</td>
<td>Num_of_comp_LM</td>
<td>Number of companies in large and medium industries</td>
</tr>
<tr>
<td>17</td>
<td>Num_of_comp_MS</td>
<td>Number of companies in micro and small industries</td>
</tr>
</tbody>
</table>

Fig. 1 The research flowchart
1) Data transformation

The socioeconomic and demographic data have different measurement units, so data transformation is needed to ensure that no variable dominates another. In this study, we apply standardization to ensure the variables are rescaled and follow the normal distribution Z-N (0,1). We use the formula in (1) [12] to standardize the data.

\[ Z_{ij} = \frac{x_{ij} - \bar{x}_i}{s_{xi}} \]  

(1)

Where \( Z_{ij} \) is the data in standardization format, \( x_{ij} \) is the \( j^{th} \) data on the \( i^{th} \) variable, \( \bar{x}_i \) is the mean of the \( i^{th} \) variable, and \( s_{xi} \) is the standard deviation of the \( i^{th} \) variable.

2) Multicollinearity testing

Most socioeconomic and demographic data contain correlated information. Therefore, we filter the socioeconomic and demographic data by applying multicollinearity testing. Multicollinearity is a higher linear relationship between variables in data [31]. In multivariate analysis, multicollinearity will cause a destructive impact. Based on [32], when multicollinearity increases, it will be hard to interpret the effect of each variable because of the relationship between them. In this study, we identify multicollinearity by examining the correlation matrix of the variables and calculating the Variance Inflation Factor (VIF) of each variable. The formula to calculate the correlation could be represented as (2) [33].

\[ r = \frac{n \sum (x'y) - (\sum x)(\sum y)}{\sqrt{[n \sum x^2 - (\sum x)^2][n \sum y^2 - (\sum y)^2]}} \]  

(2)

where \( r \) is the correlation coefficient, \( n \) is the number of observations, \( X \) is the first variable, and \( Y \) is the second variable. According to [34], if the value of |\( r | \geq 0.7 \), indicate a strong linear relationship in the data. We also examine the VIF value of each variable that could be calculated as (3) [35].

\[ VIF = \frac{1}{1 - r^2} \]  

(3)

where \( R^2 \) is the r-squared value from a regression between variable X and other variables. Based on [35], the value of \( VIF \geq 10 \), indicates multicollinearity in the data. There are several ways to solve the multicollinearity problem such as excluding the variable that indicates collinearity or performing principal component analysis [31]. This study uses a principal component analysis to deal with the multicollinearity problem.

3) Principal Component Analysis

Principal component analysis, or PCA, is a method to transform a set of correlated observations into uncorrelated variables [36]. In PCA, we try to create several new variables, which are the combinations of the initial variables. The new variables are named principal components (PCs). We calculate the eigenvector and eigenvalue from the covariance matrix to obtain PC. The eigenvalue is computed using (4) [37].

\[ |C - \lambda I| = 0 \]  

(4)

where \( C \) is a \( M \times M \) covariance matrix, \( M \) is the total of variables, \( \lambda \) is a \( M \times 1 \) eigenvalue matrix, and \( I \) is an \( M \times M \) identity matrix. Then, the eigenvector can be calculated by substituting the eigenvalue obtained into (5) [37].

\[ Ca - \lambda a = 0 \]  

(5)

where \( a \) is a \( M \times 1 \) eigenvector matrix.

4) Regency/City Clustering Using Hierarchical Clustering

The obtained principal components from the previous step will be used as input for clustering regencies/cities. In this study, we choose Agglomerative Hierarchical Clustering to group regencies/cities in East Java. We select the Ward method to determine the object that will be combined to form a cluster. We need to calculate SSE using (6) [38] in the Ward method.

\[ SSE = (x_j - \bar{x})(x_j - \bar{x}) \]  

(6)

where \( x_j \) is the data of the \( j^{th} \) multivariate object, and \( \bar{x} \) is the mean of all objects. When merging two clusters, for example, clusters P and Q, in Ward's Linkage method, we try to minimize the increase in SSE, defined as the distance between clusters P and Q. This distance is mathematically expressed as (7) [39].

\[ l_{(PQ)} = SSE_{PQ} - (SSE_P + SSE_Q) \]  

(7)

5) Cluster Evaluation

To evaluate the clustering result, we calculate the cophenetic coefficient. According to [40], the cophenetic coefficient could be represented as (8).
As the input for modeling. We apply hyperparameter tuning with the grid search method to find the best value of each

\[ c = \frac{\sum_{i,j} (x_{ij} - \bar{x})(t_{ij} - \bar{t})}{\sqrt{\sum_{i,j} (x_{ij} - \bar{x})^2 \sum_{i,j} (t_{ij} - \bar{t})^2}} \]  

where \( x_{ij} \) is the distance of the \( i \)th object to the \( j \)th object, \( t_{ij} \) is the cophenetic distance of the \( i \)th object and the \( j \)th object, \( \bar{x} \) is the mean of \( x_{ij} \), and \( \bar{t} \) is the mean of \( t_{ij} \). To determine the number of clusters, we utilize silhouette analysis. In silhouette analysis, we compare an object’s similarity in its cluster to other clusters. The silhouette coefficient is defined as (9) \([41]\).

\[ s(i) = \frac{b(i) - a(i)}{\max[a(i), b(i)]} \]  

where \( s(i) \) is the ith silhouette coefficient, \( a(i) \) is the average distance between the ith object and other objects in cluster \( a \), \( b(i) \) is the average distance nearest other clusters.

6) Cluster Profiling
As the final step in analyzing the relationship between socioeconomic-demographic and COVID-19, we will summarize the profiles of each cluster. We categorize the socioeconomic-demographic and COVID-19 data into five categories: Very High (VH), High (H), Medium (M), Low (L), and Very Low (VL). The categorization is based on the mean and standard deviation of the data. In this step, we will analyze the spread of COVID-19 in each cluster and find the specific socioeconomic-demographic character of each cluster.

C. Stage 3: COVID-19 Forecasting
The processes for forecasting daily cases of COVID-19 in each cluster are based on the procedures in [24], which are as follows:

1) Cluster Representative
Each cluster consists of more than one time-series data, while only one data set can be modeled in forecasting. For this reason, it is necessary to form data representing the cluster. In this study, we calculate the daily average as the representative of data in a cluster. The calculation process follows (10).

\[ Rep_i = \text{average}\{x_1, x_2, ..., x_k\} \]  

where \( i \) is the length of the data and \( k \) is the number of cluster members. This representation data will be used for forecasting COVID-19 at the cluster level.

2) Data Pre-processing
In data pre-processing, we perform two techniques: data smoothing and transformation. The daily cases of COVID-19 in East Java often drop to a relatively low level or even zero on specific days during the standard period. We utilize a rolling average approach to minimize the noise in time-series data. Rolling average implies replacing the value of time-series data on time \( t \) with the average value of its \( n \) neighbors. We will use \( n \) to be 7 in this study. As the final technique in the pre-processing step, we need to transform the data to minimize the skewness of the data and make the distribution close to a normal distribution. We apply the Box-Cox transformation to the daily COVID-19 data. Equation (11) calculates the transformation as follows [42]:

\[ y_\lambda(t) = \begin{cases} \frac{y_t^{\lambda-1}}{\lambda} & (\lambda \neq 0) \\ \log y_t & (\lambda = 0) \end{cases} \]  

where \( y_\lambda(t) \) is data after transformation, and \( y_t \) is data at time \( t \). The transformed data will be utilized as the input for forecasting COVID-19 using the FBProphet model.

3) FBProphet Modelling
FBProphet is a forecasting technique developed by the Data Scientist team of Facebook. This technique comprises three main components: trend, seasonality, and holiday. According to [43], FBProphet is formulated as (12).

\[ y(t) = g(t) + s(t) + h(t) + \epsilon_t \]  

where \( g(t) \) is a trend function that models non-periodic changes in time-series data, \( s(t) \) is a seasonality function that represents the periodic changes in data (e.g., daily, weekly, or yearly), \( h(t) \) is the holiday’s effect on the data, and \( \epsilon_t \) is the other changes that are not accommodated in the model. The transformed data in each cluster will be utilized as the input for modeling. We apply hyperparameter tuning with the grid search method to find the best value of each.
parameter in the model. The model's performance is measured by calculating the Mean Absolute Percentage Error (MAPE). According to [44], the mathematical expression of MAPE is shown in (13).

\[
MAPE = \frac{\sum_{t=1}^{n}|y_t - \hat{y}_t|}{n} \times 100
\]  

(13)

where \(y_t\) is the actual value, and \(\hat{y}_t\) is the predicted value. The model with the best parameter value will forecast daily COVID-19 cases in each cluster for the next 30 days.

III. RESULTS

A. Data Exploration

Fig. 2 shows the daily cases of COVID-19 in East Java recorded from April 21, 2020, to November 28, 2022. The blue color presents the confirmed cases, and the orange represents confirmed cases on a 7-day rolling average. The daily cases increased dramatically after June 2021 and continued throughout September. Then we started to see a downward trend toward January 2022. A couple of weeks after that, the cases begin to rise again. The daily cases of COVID-19 in East Java peaked on February 17, 2022, with 8977 cases. The 7-day rolling average did not change the pattern of the disease, but it smooths the data and distinguishes the sequence's noise.

Based on the total cases of COVID-19 on November 28, 2022, the regencies/cities in East Java categorize into five categories. The category of each regency/city is shown in Fig. 3. Surabaya City has the highest total amount of COVID-19 cases, with a total of 142,487 cases. Meanwhile, Pamekasan Regency has the lowest cases, totaling to 3306.

B. Analysis of Socioeconomic-Demographic Factors with COVID-19

Most of the socioeconomic and demographic data in this study were correlated with each other. Some variables have correlation coefficients greater than 0.7 and VIF values greater than 10. For example, population density is highly correlated with some variables, such as the percentage of people with college degrees with a correlation coefficient of
0.91. Population density also has a VIF value of 25,895. These conditions indicate multicollinearity in the data. The correlation matrix and the VIF value of each variable are shown in Fig. 4 and Table 2.

To address the multicollinearity problem, we applied the principal component analysis. Principal component analysis tries to reduce the strongly correlated variables into new uncorrelated ones (principal components). We inspect the Scree plot in Fig. 5 to choose the number of principal components (PCs) to retain. PC1 described the most considerable variance among all PCs (51.05%); it highly correlated with most variables such as expenditure_per_cap, %_urban_pop, HDI, %_higher_ed, pop_density, unemployment_rate, %_poor_pop and %_beneficiary_pop. The second PC could explain about 20.9 % of the variance and highly correlated with tot_pop and num_of_comp_LM. We retained only two first PC that cumulatively explained 71.96% of all variance.

Fig. 4 The correlation matrix of socioeconomic and demographic data

<table>
<thead>
<tr>
<th>Features</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>%_higher_ed</td>
<td>38,599</td>
</tr>
<tr>
<td>HDI</td>
<td>38,449</td>
</tr>
<tr>
<td>Pop_density</td>
<td>25,895</td>
</tr>
<tr>
<td>Expenditure_per_cap</td>
<td>20,833</td>
</tr>
<tr>
<td>Num_hospital</td>
<td>18,062</td>
</tr>
<tr>
<td>%_urban_pop</td>
<td>15,648</td>
</tr>
<tr>
<td>Num_comp_LM</td>
<td>11,525</td>
</tr>
<tr>
<td>Tot_pop</td>
<td>10,438</td>
</tr>
<tr>
<td>Gdp_reg</td>
<td>9,441</td>
</tr>
<tr>
<td>Reg_min_wage</td>
<td>9,056</td>
</tr>
<tr>
<td>%_poor_pop</td>
<td>7,393</td>
</tr>
<tr>
<td>%_elderly_pop</td>
<td>7,187</td>
</tr>
<tr>
<td>GDI</td>
<td>6,743</td>
</tr>
<tr>
<td>Unemployment_rate</td>
<td>6,087</td>
</tr>
<tr>
<td>%_beneficiary_pop</td>
<td>4,426</td>
</tr>
<tr>
<td>Num_of_comp_MS</td>
<td>3,102</td>
</tr>
<tr>
<td>Gender_ratio</td>
<td>2,911</td>
</tr>
</tbody>
</table>

TABLE 2
THE VARIANCE INFLATION FACTOR (VIF) OF SOCIOECONOMIC AND DEMOGRAPHIC DATA
Fig. 5 The scree plot of the principal component

The two PCs were utilized as the input for the clustering process. The whole clustering process is depicted through the dendrogram in Fig. 6. Using the cophenetic correlation coefficient, we evaluated the goodness of Euclidean distance in measuring the dissimilarity between regencies/cities. The cophenetic coefficient in this study was 0.78, implying a strong correlation between the Euclidean distance and the resulting cophenetic distance. Based on the dendrogram in Fig. 6, the number of clusters formed may be from 2 to 38. The optimal number of clusters can be determined through the silhouette coefficient in Fig. 7.

Based on Fig. 7, forming three clusters will produce the most robust clusters marked by the highest silhouette coefficient. So, the regencies/cities in East Java will be grouped into three clusters based on the similarity in the socioeconomic and demographic characteristics. We visualize the three clusters through the biplot in Fig. 8. Each cluster is associated with specific socioeconomic and demographic variables. Most regencies in cluster 1 are positively correlated with variables such as %_elderly_population, %_beneficiary_pop, %_poor_pop, etc. The city and regency in cluster 2 highly correlate with total_pop, gdp_reg, num_hospital, num_of_comp_LM, reg_min_wage, etc. Meanwhile, the cities in cluster 3 are positively associated with variables such as GDI, %_higher_ed, etc.

Fig. 6 The dendrogram of agglomerative hierarchical clustering
Table 3 shows the complete profile of each cluster. The table shows the average cluster value for all socioeconomic, demographic, and COVID-19 data. We also presented the category of each data.

<table>
<thead>
<tr>
<th>Features</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of regencies/cities</td>
<td>28</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Gender_ratio</td>
<td>99.28 (M)</td>
<td>99.83 (H)</td>
<td>99.01 (L)</td>
</tr>
<tr>
<td>Tot_pop</td>
<td>1,200,990.71 (M)</td>
<td>2,486.10 (H)</td>
<td>284,853.75 (L)</td>
</tr>
<tr>
<td>%_elderly_pop</td>
<td>14.81 (H)</td>
<td>8.67 (L)</td>
<td>11.77 (M)</td>
</tr>
<tr>
<td>Reg_min_wage</td>
<td>2,381,035.08 (L)</td>
<td>4,372,030.52 (H)</td>
<td>2,462,286.07 (L)</td>
</tr>
<tr>
<td>Pop_density</td>
<td>814.64 (L)</td>
<td>5,757.50 (H)</td>
<td>4,892.12 (M)</td>
</tr>
<tr>
<td>%_poor_pop</td>
<td>13.17 (H)</td>
<td>5.58 (L)</td>
<td>6.26 (M)</td>
</tr>
<tr>
<td>Gdp_reg</td>
<td>33,404.03 (L)</td>
<td>274,363.58 (H)</td>
<td>23,273.95 (L)</td>
</tr>
<tr>
<td>Expenditure_per_cap</td>
<td>941,606.50 (L)</td>
<td>1,827,782.5 (H)</td>
<td>1,563,522 (M)</td>
</tr>
<tr>
<td>%_urban_pop</td>
<td>41.37 (L)</td>
<td>59.21 (H)</td>
<td>99.36 (H)</td>
</tr>
<tr>
<td>Num_of_comp_LM</td>
<td>129.78 (M)</td>
<td>914.50 (H)</td>
<td>51.87 (L)</td>
</tr>
<tr>
<td>Num_of_comp_MS</td>
<td>27,193.35 (H)</td>
<td>14,730.50 (M)</td>
<td>4,819.87 (L)</td>
</tr>
<tr>
<td>%_beneficiary_pop</td>
<td>28.08 (H)</td>
<td>10.41 (L)</td>
<td>17.15 (M)</td>
</tr>
<tr>
<td>HDI</td>
<td>69.88 (L)</td>
<td>81.48 (H)</td>
<td>78.10 (M)</td>
</tr>
<tr>
<td>GDI</td>
<td>89.52 (L)</td>
<td>94.08 (M)</td>
<td>94.60 (H)</td>
</tr>
<tr>
<td>Num_hospital</td>
<td>7.45 (L)</td>
<td>31 (H)</td>
<td>6 (L)</td>
</tr>
<tr>
<td>%_higher_ed</td>
<td>4.59 (L)</td>
<td>12.54 (H)</td>
<td>12.31 (H)</td>
</tr>
<tr>
<td>Covid-19 per total population</td>
<td>11,149.7 (L)</td>
<td>36,701.2 (H)</td>
<td>35,209.7 (H)</td>
</tr>
</tbody>
</table>

A brief description of each cluster profile is as follows:
1) Cluster 1
Cluster 1 has the highest percentage of the elderly population, poor population, the number of companies in micro and small industries, and the percentage of the beneficiary population. With this characteristic of socioeconomic and demographic, the average COVID-19 per capita in this cluster is categorized as low. Based on Fig.3, the total cases of COVID-19 in most of the members of this cluster are classified as low and medium.

2) Cluster 2
Cluster 2 consists of only two members, Surabaya City, and Sidoarjo Regency. This cluster has a significantly different cluster than the other clusters. Cluster 2 has the highest average of most socioeconomic data, such as regional minimum wage, GDP regional, expenditure per capita, the number of companies in large and medium industries, HDI, and percentage of the population with higher education. This cluster also has the highest total population, population density, and unemployment rate. Cluster 2 is categorized as high based on the COVID-19 cases per capita. Based on Fig.3, the total cases of COVID-19 in cluster 2 are ranked as high and very high.

3) Cluster 3
The members of cluster 3 are all cities in East Java, except for Surabaya city. Cluster 3 has the lowest total population but the second highest population density. Most of this cluster's socioeconomic and demographic data are categorized in the medium. Based on Fig. 3, the total cases of COVID-19 in this cluster are classified into very diverse categories, starting from low to high. The total COVID-19 cases per capita in this cluster are in the high category.

C. COVID-19 Forecasting
After the clustering process, the next step is calculating the representatives of COVID-19 cases in each datum for further modeling. We calculated the average of the member of each cluster. For example, cluster 2 consists of two members. The daily information for cluster 2 on a specific date is calculated from the average of the two members on that day. The representative of each cluster is shown in Fig. 9.

Before further modeling, we conducted the smoothing and box-cox transformation on representative data in each cluster. Fig. 10 shows the data after smoothing and transformation.

After the smoothing and transformation process, we applied the Prophet models to each cluster. The 706 days of the data are used for the training model (initial data), 30 days as testing data, and 30 days as forecast horizon. In addition, we conducted hyperparameter tuning in every cluster to obtain the best parameter. The best parameter for each model in a cluster and the error of the model are shown in Table 4.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Changepoint prior scale</th>
<th>Seasonality prior scale</th>
<th>Changepoint range</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>10</td>
<td>0.8</td>
<td>0.0869</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>5</td>
<td>0.8</td>
<td>0.1513</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>10</td>
<td>0.8</td>
<td>0.1040</td>
</tr>
</tbody>
</table>
To forecast the daily cases of COVID-19 in all clusters, we set the parameter value using the best value obtained. The output of the forecasting model in each cluster is summarized in Table 5.

### TABLE 5
THE OUTPUT OF THE PROPHET MODEL IN EACH CLUSTER

<table>
<thead>
<tr>
<th>ds (date)</th>
<th>yhat (predicted)</th>
<th>y (actual)</th>
<th>yhat (predicted)</th>
<th>y (actual)</th>
<th>yhat (predicted)</th>
<th>y (actual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020-04-27</td>
<td>0.4681</td>
<td>0.5153</td>
<td>9.6611</td>
<td>7.0714</td>
<td>0.1924</td>
<td>0.2142</td>
</tr>
<tr>
<td>2020-04-28</td>
<td>0.4793</td>
<td>0.6173</td>
<td>9.9846</td>
<td>8.2857</td>
<td>0.1961</td>
<td>0.3392</td>
</tr>
<tr>
<td>2020-04-29</td>
<td>0.4863</td>
<td>0.5663</td>
<td>10.3649</td>
<td>7.7857</td>
<td>0.2000</td>
<td>0.3214</td>
</tr>
<tr>
<td>2020-04-30</td>
<td>0.4990</td>
<td>0.6683</td>
<td>10.7198</td>
<td>10.3571</td>
<td>0.2068</td>
<td>0.3635</td>
</tr>
<tr>
<td>2020-05-01</td>
<td>0.5895</td>
<td>0.6173</td>
<td>13.1679</td>
<td>14.8571</td>
<td>0.2940</td>
<td>0.2857</td>
</tr>
<tr>
<td>2020-12-24</td>
<td>33.9520</td>
<td>-</td>
<td>298.5409</td>
<td>-</td>
<td>22.5210</td>
<td>-</td>
</tr>
<tr>
<td>2022-12-25</td>
<td>34.8471</td>
<td>-</td>
<td>254.6042</td>
<td>-</td>
<td>16.8561</td>
<td>-</td>
</tr>
<tr>
<td>2022-12-26</td>
<td>34.9837</td>
<td>-</td>
<td>296.8099</td>
<td>-</td>
<td>23.4338</td>
<td>-</td>
</tr>
<tr>
<td>2022-12-27</td>
<td>35.8536</td>
<td>-</td>
<td>298.6668</td>
<td>-</td>
<td>23.9868</td>
<td>-</td>
</tr>
<tr>
<td>2022-12-28</td>
<td>36.2661</td>
<td>-</td>
<td>299.4400</td>
<td>-</td>
<td>24.5559</td>
<td>-</td>
</tr>
</tbody>
</table>

As the final step, the data and the forecasted result from the Prophet model are visualized in Fig. 11. Note that the figure's y-axis represents a 7-day rolling average of COVID-19 cases within the cluster.

![Fig. 11 The Prophet forecasts for each cluster](image)

### IV. DISCUSSION

With the analysis of the relationship between socioeconomic and demographic factors to COVID-19, we found differences in COVID-19 cases in regions with different socioeconomic and demographic characteristics. Higher COVID-19 cases were found in areas with better socioeconomic status and dense populations. This finding is associated with a study by [29]; a densely populated area is positively correlated with the spread of infection, which is related to population mobility and exposure to close social contact, allowing for a higher spread of COVID-19. In this research, cluster 2 has better socioeconomic conditions than other clusters, marked by the high value of GDP per capita, expenditure per capita, human development index, and regional minimum wage. Cluster 2 also has the highest average COVID-19 cases per capita, which means this cluster has a higher transmissibility risk of COVID-19 cases than the other clusters. A high GDP indicates high economic activity in that area, where people are more physically active, and population mobility increases. So, the possibility of virus infection is more significant if no restrictions apply. Furthermore, the area with a better economy can conduct more tests and reach a broader community to disclose more cases.

An area with a higher number of companies in large and medium industries also tends to have higher COVID-19 cases. Large and medium companies have a large number of workers, thus enabling more intense social contact. Some tasks are also impossible to do without direct interaction between workers. The condition is related to higher COVID-19 cases found in the industrial area. The research from [45] stated that the workplace is one factor that significantly
impacts the spread of the disease. Manufacturing, construction, and wholesale trade are the riskiest sector in COVID-19 transmission.

This research also found that COVID-19 cases are higher in cities than in rural areas. [46] gave four main reasons why COVID-19 is affecting cities more than rural areas: accentuating density, mass living conditions, connectivity, and exposed activity. According to [46], densely populated metropolitan areas tend to have more extensive public transportation, more personal interaction occupations, and higher housing congestion and income inequality than rural areas. [47] stated that urban congestion and interaction are beneficial to social and economic life, but they are also vectors for disease propagation.

The forecasting model we built for each cluster using FBProphet models the daily cases of COVID-19. The predictive model in a cluster with lower COVID-19 cases (cluster 1 and cluster 3) has a lower error (MAPE) than the one in a cluster with higher COVID-19 cases (cluster 2). In the model’s characteristic, cluster 2, which COVID-19 hardest hit, needs a lower parameter value of seasonality prior scale. According to [48], the seasonality prior scale is a parameter to control the flexibleness of the seasonality component. A higher value allows the seasonality to adjust for large fluctuations, and smaller values reduce the size of the seasonal part. The rest of the parameters tend to be the same in all clusters.

We note some trends based on the visualization represented by Fig.11. The cluster with better socioeconomic conditions (cluster 2) experienced the highest daily new cases of COVID-19 over the period of time. This cluster only has two infection waves: during June - August 2021 and January – March 2022; meanwhile, the other two clusters have three infection waves. Across all clusters, the daily number of COVID-19 cases is projected to accelerate towards December 2022 holiday season. Also, the number of new cases in the low-income cluster (cluster 1) is expected to increase significantly in December. A cluster with the lowest total population but the second densely cluster was observed to have smaller increases than other clusters.

The result provided in this research is a great starting point and could step in as a basis for evaluating other approaches to managing infectious disease, COVID-19. But this study still has some limitations; we only used the socioeconomic and demographic indicators of the data available to the public, which sometimes do not quantify all related phenomena to grasp and clarify the results. Incorporating additional features into the clustering model may help to provide a better cluster. Then, in cluster analysis, we did not consider the spatial effect in determining the cluster of regencies/cities. For the time-series forecasting model, we did not account the effect of the COVID-19 variant and vaccination program. And the COVID-19 data used are not the actual data, and the available data are estimated to be lower than the actual data. This is because the screening process is unavailable for all individuals in a population, and the tested patients are treated differently by different local health systems. And in forecasting COVID-19, this study does not consider the importance of other controlling aspects, such as climatic change, vaccination rate, environmental conditions, the variant of the virus, lockdown intervention, and other policies. Future research could further examine the influence of these factors.

V. CONCLUSIONS

Hierarchical clustering has succeeded in dividing 38 regencies/cities in East Java into three clusters. We found that the infection waves have induced a spike in cases more concentrated in areas with specific socioeconomic and demographic characteristics. Socioeconomic and demographic factors, such as population density, urban population, regional GDP, the number of companies in large and medium industries, and the human development index, are positively associated with COVID-19 cases. In this study, we found that the highest cases of COVID-19 were found in cluster 3, the metropolis area with high population density and GDP. The forecasting model using Prophet can predict the daily cases of COVID-19 well. And the model with the best parameter from the hyperparameter tuning process is superior in forecasting COVID-19 cases in all clusters. Based on the Prophet model, it is estimated that the number of daily cases of COVID-19 will increase in all clusters. The MAPEs of the final models are 0.0869; 0.1513; and 0.1040, respectively, for cluster 1, cluster 2, and cluster 3.
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