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Abstract 
 

Background: The primary role of a Business Intelligence (BI) system is to provide information to decision-makers within an 
organization. Moreover, it is crucial to acknowledge that the quality of this information is of greatest significance. Several 
studies have extensively discussed the importance of information quality in information systems, including BI. However, 
there is relatively little discussion on the factors influencing 'Information quality”. 
Objective: This study aimed to address this literature gap by investigating the determinants of BI maturity that impacted 
information quality. 
Methods: A maturity model comprising three dimensions was introduced, namely Data quality, BI infrastructure, and Data-
driven culture. Data were collected from 84 companies and were analyzed using the SEM-PLS approach. 
Results: The analysis showed that maturity had a highly positive influence on Information Quality, validating the relevance 
of the three proposed determinant factors. 
Conclusion: This study suggested and strongly supported the importance and relevance of Data quality, BI infrastructure, 
and Data-driven culture as key dimensions of BI maturity. The robust statistical relationship between maturity and 
information quality showed the effectiveness of approaching the systems from a maturity perspective. This investigation 
paved the way for exploring additional dimensions that impact Information quality. 
 
Keywords: BI infrastructure, BI maturity, Data-driven culture, Data quality, Information quality. 
 
Article history: Received 29 April 2023, first decision 5 July 2023, accepted 29 September 2023, available online 28 October 2023 

 
 

I. INTRODUCTION 

The field of information systems is in a constant state of evolution, comprising both professional and 
academic domains. With the constant influx of technological innovations and the growing prevalence of digital 
technology in organizations, big data are generated from various sources, both internal and external. This 
presents a significant challenge for business leaders, who invest varying amounts of time in analyzing this 
massive data [1]. Consequently, companies across diverse industries are increasingly skilled in utilizing Business 
Intelligence (BI) to exploit their data to obtain competitive advantages [2]. 

In this dynamic business landscape, where new competitors who could disrupt the industry are as prevalent as 
existing rivals, companies are actively exploring ways to be distinguished from others. Consequently, BI is 
regarded as a valuable tool for accomplishing this objective. This is because it incorporates the systematic 
process of obtaining, gathering, analyzing, interpreting, and using information to have an edge. To succeed in 
this context, any initiative needs to address two major challenges, namely integrating data from multiple sources 
into data warehouses (the infrastructure aspect) and adding value to this data through analysis and presentation in 
a usable format (the analytical aspect). According to Ahmad [3], many organizations opt for BI to obtain a 
competitive edge in the global market. The primary objective of this action is to use data to make decisions that 
improve and optimize revenue, driving widespread investment in solutions. BI is also viewed as a 
transformational tool for organizations, capable of introducing new business models and strategies at the 
enterprise level, fundamentally changing how companies compete in the marketplace [4]. 

The expectations for the proposed model are considerably high, making it a global priority [5]. In fact, it was 
valued at $20.5 billion in 2020 and is projected to reach $40.5 billion by 2026, with a compound annual growth 

 
* Corresponding author 

https://orcid.org/0000-0003-4816-1420
https://orcid.org/0000-0001-7427-896X


Ait Touil & Jabraoui  
 Journal of Information Systems Engineering and Business Intelligence, 2023, 9 (2), 276-287 

 

277 
 

rate (CAGR) of 12% for the period 2021-2026 [6]. The enthusiasm for BI is largely attributed to its potential and 
the benefits offered to organizations. Numerous "Success Stories" from organizations such as Continental 
Airlines, Harrah's, and Netflix influence the desire for other entities to replicate these experiences and leverage 
the model for improved profits and competitive advantages [7] -[12]. 

It is quite unfortunate that not all organizations are able to unlock value from their investments. In fact, more 
than 70% of projects fail, according to a study conducted by Ramesh and Ramakrishna [13]. Additionally, 
approximately 87% of data science projects fail to reach the deployment and production phase [14]. Project 
failures are a common issue faced by many companies. Several factors contribute to these failures, including 
inadequate planning, deficient project management, and unmet business requirements [15]. Another prevalent 
issue is the generation of inaccurate or irrelevant information by the systems [16]. Even when initiative 
progresses beyond the project phase and is deployed throughout a company, it will be considered a failure if it 
does not provide users with quality information that meets their needs. 

Demonstrating the advantages of investing in BI systems presents a challenge, primarily due to the difficulty 
in quantifying the return on investment. This complexity arises because its impact is predominantly indirect and 
long-term [17]. Most metrics for assessing their business value, such as organizational performance or 
competitive advantage, do not adequately capture the immediate effects of these systems on the decision-making 
process. However, as a structured and systematic process for gathering, evaluating, and disseminating 
information for decision-making purposes [18], BI fundamentally aims to improve the speed and quality of 
information required for sound decision-making [19]. This implies that when evaluating the attainability of the 
system objectives, the standard of information quality assumes great significance.  

BI systems have been recognized as a means to improve information quality within organizations. It is 
through the improvement of information quality that the systems can optimize decision-making processes [20]. 
Poor-quality information adversely impacts the decision-making process, diminishing the effectiveness of 
decisions or, in some cases, leading to erroneous choices. However, there is a paucity of investigation on how 
information quality is realized within the system [21]. Studies have addressed these challenges by formulating BI 
Maturity Models, which guide companies in maximizing the benefits of their BI initiatives. De Bruin argued that 
companies can cultivate strategic resources through these maturity models [22]. However, even with these 
models in place, many companies still struggle with realizing their full potential and encounter project setbacks 
[23]. While there is a substantial body of literature on the concept of "information quality," it is rarely explored 
in this context [24]. 

Companies are at a loss concerning how to enhance BI maturity and which dimensions to target in order to 
guarantee the success of their initiatives. Literature acknowledges the crucial role of information quality as the 
primary outcome of these systems and suggests maturity models as an avenue that can increase the chances of 
initiative success. However, it is surprising that there is scarcity of studies linking the concepts of "BI 
information quality" and "BI maturity. Current exploration on the quality of information in this context is 
limited, with one of the few examples being the study conducted by [25], which proposes and tests a model 
examining the relationship between system maturity and information quality. To bridge this gap in the literature, 
this study aims to provide and empirically test a model that investigates the determinants of BI maturity 
influencing the quality of information generated by such systems. In the study, the critical aspect of systems, 
namely information quality was addressed in order to describe the influence of maturity dimensions. 
Consequently, the following question was addressed, what is the impact of BI maturity on the quality of the 
information it produces? 

The remaining sections of this essay are organized as follows. Initially, the foundational concepts of the 
proposed model and relevant literature are explored. Subsequently, the investigation plan is detailed, and a set of 
testable hypotheses is established. In the next section, the process through which the model was experimentally 
tested is outlined. The findings of the data analysis are also presented, and the last section consists of the findings 
and conclusions. 

II.  LITERATURE  REVIEW 

A. Theoretical background 

An examination of the IS/BI literature [26]-[30] shows that technologies, in isolation, do not inherently 
provide benefits and advantages. However, they can synergize with existing organizational resources to ensure 
the success of investments. This necessitates an analysis from the vantage point of skills and capabilities. The 
concept of dynamic capabilities [31], [32] arises as the most suitable theoretical basis for scrutinizing BI's impact 
on information quality. Dynamic capabilities are defined as the firm's ability to integrate, build, and reconfigure 
internal and external competencies to address rapidly changing environments [32], or the ability of an 
organization to deliberately create, extend, or modify its resource base [31]. The second definition shows the 
relevance of this approach to the study, as it revolves around the development of an organizational resource, 
specifically, quality information. Moreover, the literature also acknowledges that nurturing these capabilities is a 
challenging and time-consuming process, often extending over several years, necessitating continuous guidance 
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and evaluation for the success of corporate strategic initiatives based on BI. Maturity models describe the 
evolution of an entity over time [33], and this approach has proven to be valuable for evaluating various aspects 
of processes and organizations. It signifies a path toward a more structured and systematic approach to 
organizational management [34]. According to Rajteric [35], BI maturity models provide organizations with 
guidance to assess their current status and determine steps for advancement in this rapidly evolving field. 
Maturity models are characterized by a set of dimensions, known as "capability domains," which structure the 
field of interest [36].  

B. Conceptual model and hypotheses 

Based on the theories of maturity models and dynamic capabilities, a model is presented. This model suggests 
that the quality of information delivered by a BI system is dependent on its level of maturity. This maturity 
consists of three dimensions, namely source data quality, BI infrastructure, and Data-Driven Culture, as seen on 
Fig. 1.   
 

 
Fig. 1 Conceptual model on the impact of BI maturity on information quality 

 
The model suggests that “BI maturity” serves as the explanatory variable for "information quality." The 

maturity is a second-order variable, determined by three first-order variables, namely, "Data quality," "BI 
Infrastructure," and "Data-driven Culture.". 

Regardless of a company's size or the complexity of system implementation, data quality concerns are very 
significant. Without high-quality data, no system can provide relevant data for operations, financial reporting, or 
decision-making [37]. The concept of data quality applies to all types of systems, with particular relevance to BI 
due to their primary aim of improving decision-making. Data quality is considered high when it is appropriate 
for the specific use case [38], [39]. Wang and Strong [40] stated the increasing adoption of the concept of 
"fitness for purpose" in quality literature, showing the importance of considering the consumer's perspective on 
quality, as the determination of a product's suitability for its intended purpose rests with the customer. However, 
several definitions outline key attributes of data quality, such as completeness, validity, uniqueness, consistency, 
and accuracy. 

The literature concerning information systems frequently confuses the concepts of "data" and "information," 
using them interchangeably [41]. In the study, a clear difference between data, which constitutes the inputs of BI 
systems, and information is established and it serves as the product and output of these systems. The approach of 
Strong et al. [42] was adopted, where data are regarded as raw, unprocessed facts. These data are subsequently 
organized, contextualized, and transformed into information, which can be utilized and analyzed by a data 
consumer, thereby leading to knowledge. This transformation process is referred to as the "data manufacturing 
system.  

According to Watson and Wixom, the factor of data quality has received substantial attention from other 
studies, including the definition, the measurement of components, and significance [43]. The construction of a 
data warehouse primarily aims to furnish decision-makers with high-quality data [43]. As the quality of available 
data in the data warehouse improves, the system experiences enhanced benefits. According to Ait Touil and 
Jabraoui [44], most maturity models consider data quality as a fundamental dimension of BI. As a result, the 
following hypothesis is proposed: 

 
H1a: Data quality influences the maturity of BI systems. 
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BI technological capabilities include technical platforms and shareable databases that ideally follow a well-
defined technological architecture and data standards. Enterprise applications and services are built on this 
infrastructure, which comprises data, network, and processing infrastructures, including data warehouses, data 
marts, ETL processes, and more [45]. The technical ability to deliver the necessary information and analytical 
applications for leveraging the system is a crucial prerequisite for realizing business value. Some businesses 
excel in creating, deploying, operating, and maintaining the ideal technological environment to support data 
warehouses and BI, demonstrating a distinct advantage over others. Therefore, a fundamental BI capability 
includes establishing and continually developing the infrastructure, focused on the data warehouse's entire 
architectural style, in line with expressed needs [46]. 

In accordance with Popovic et al. [30], BI infrastructure presents the physical components of assets. However, 
the comprehensive definition provided by [47] was preferred. This is because the study characterizes IT 
infrastructure as the fundamental basis of the IT portfolio (technical and human assets) shared by the enterprise 
in the form of trusted services. For BI to thrive, effective governance that provides the necessary infrastructure, 
including hardware, software, human resources, and strategy, is considered indispensable [3].  

The human aspect of the infrastructure is represented by a team, as they possess the technical expertise to craft 
new applications (such as reports, digital dashboards, and OLAP utilities), integrate data from diverse sources 
(including data warehouses, data marts, ETL engines, and procedures), and generally meet user expectations 
[48]. The infrastructure significantly influences the scope of opportunities available to companies in shaping 
their global business strategies [49]. Therefore, it is evident that any company with a weak BI infrastructure, 
whether on the technological or human front, is likely to encounter challenges in achieving its objectives. 
Consequently, the following hypothesis was proposed: 

 
H1b: The maturity of BI systems is influenced by BI infrastructure. 
 

In today's highly competitive business landscape, BI and Analytics (BI&A) have developed as fundamental 
cornerstones of decision-making. Decision-makers are increasingly driven to make well-informed choices, and 
BI has the capacity to improve the conventional decision-making process [50]. Irrespective of the terminology 
used, whether it is attitude, commitment, perspective, culture, mindset, or approach, numerous studies have 
emphasized the same essential need [9], [51], [52]. According to Davenport [9], adopting analytics at an 
enterprise-wide level incorporates a cultural shift, process changes, behavioral adjustments, and skill 
development for many employees. Instead of relying on subjective judgment and experience, Data-driven 
decision-making [53] represents an ideology that regards data as a strategic resource. To promote a culture 
oriented toward innovation, management needs to play an active role and give careful consideration to data 
management across all levels of decision-making. 

The routine utilization and analysis of data in decision-making, often referred to as fact-based management, is 
a significant element of organizational culture [54]. A culture rooted in fact-based decision-making necessitates 
that decision-makers are open to embracing data-driven insights from their subordinates [9]. Additionally, they 
need to actively encourage the creation of a data-driven environment to support their subordinates in their 
problem-solving and decision-making [29], [55]. 

Numerous maturity models recognize the cultural aspect as an important dimension of BI maturity. For 
example, Williams and Williams' model, known as the "Enterprise Information Maturity Model" [45], considers 
a culture of data-driven decision-making as a critical component. Furthermore, in a comparative review 
conducted by [56], it was revealed that approximately half of the models examined include corporate decision-
making culture as a dimension of maturity. 

The sustained effectiveness of systems focuses largely on how willing and prepared users are to integrate the 
process into their decision-making processes [57]. Success or failure in the implementation of Information 
Systems (IS) projects is often attributed to the organizational culture [58]. In a business environment 
characterized by a data-driven decision-making culture, the measurement, testing, and evaluation of quantitative 
evidence during decision-making processes achieved widespread recognition. This kind of culture promotes the 
use of data and information to support work processes, conduct analysis, and apply advanced methodologies 
[59]. However, as noted by Lavalle et al., altering the decision-making approach from personal experience and 
intuition to factual data is a formidable challenge, particularly when the data contradicts long-standing beliefs 
[60]. The presence of such a culture within an organization is both a sign of robust system maturity and a catalyst 
for extensive BI utilization within the organization. Consequently, the following hypothesis was formulated: 

 
H1c: BI system maturity is determined by the fact-based and data-driven culture. 
 

The primary objective of BI is to empower users with access to high-quality information, such as information 
that caters to specific needs [52]. Hannula and Pirttimäki [61] describe that the chief benefit offered by the 
system is the provision of superior-quality information for decision-making. 
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According to Williams and Williams [62], to fully reap the rewards of projects, organizations should strive for 
a mature BI system. In addition, the systems are designed to bridge the gap between the volume and quality of 
data collected by organizations and the quantity and quality of information accessible to users at the tactical and 
strategic levels of business decision-making [25]. As a result, the following hypothesis was proposed: 

 
H2: The maturity level of the BI system positively influences the quality of information provided. 

III. METHODS 

In testing the proposed model, a quantitative field study was conducted using a questionnaire. The survey 
targeted both private and public organizations in Morocco. In the absence of a database containing information 
about companies and organizations using BI, the focus was placed on middle and senior managers in decision-
making roles to acquire data for the quantitative survey. To ensure a wide response rate, three distinct methods 
were utilized. The first method incorporated the utilization of a personal network of contacts. The second 
approach relied on an email list obtained from a prior ERP survey in Morocco, which comprised 625 contacts, of 
which only 156 met the specified criteria. The third approach made use of social networks, particularly Facebook 
and LinkedIn. In these platforms, outreach was directed towards professional groups, including entrepreneurs, 
economists, and managers. A message was disseminated outlining the survey's purpose and providing a link for 
easy access to the questionnaire across various devices (smartphones, tablets, PCs). Direct contact through 
private messages on LinkedIn was also made, targeting individuals who were often members of BI-related 
groups. 

After the initial phase of emails and messages to individuals, follow-up phone calls, messages, and emails 
were conducted over the subsequent three weeks to augment the response rate. A total of 106 responses were 
gathered, with 22 being excluded due to incompleteness or the absence of a BI system in the respondent's 
organization. Among the 84 valid respondents, 84% comprised engineers or managers from business schools, 
with 12 holding a Ph.D. Table 1 shows an sample demographics profile of survey respondent. This demographic 
profile affirmed that the survey successfully reached the desired profiles.  

TABLE 1 
SAMPLE DEMOGRAPHICS 

Description  Percentage (%) 

Gender  Male 
Female 

58 
42 

Education BAC+3 
BAC+5/Engineer 
PhD 

2 
84 
14 

Hierarchical level Top/upper 
Middle 
low 

9 
89 

2 
Activity Finance and insurance 

ICT 
Industry 
Public sector 
Commerce 
other 

28.5 
15.4 
14.3 

7.1 
8.3 

26.4 
 

The survey was designed to evaluate the model's elements and variables, as shown in Figure 1. Multiple-item 
measures were applied for each construct, drawn from existing studies in various literature. The origins of these 
items and the constructs they represented are comprehensively shown in Table 2. For example, data quality items 
were adapted from Wixom and Watson's study on data warehousing [63], while items concerning BI 
infrastructure were sourced from [3], [30]. Measurement items regarding the fact-based and data-driven 
analytical culture were taken from studies by [59], [64], [65], and the evaluation of information quality was in 
accordance with the study conducted by [3]. All these constructs were considered first-order constructs, except 
for BI maturity, which was conceptualized as a second-order construct using the repeated indicators technique.  

The sample comprises various sectors within the Moroccan business landscape, although with varying levels 
of representation. The financial and insurance sector dominated, constituting 51% of the sample, a reflection of 
the sector's reliance on data and substantial investments in information and communication technologies [66]. 
The Information and Communication Technology (ICT) sector was the second most represented. Large 
companies and sizable SMEs made up almost three-quarters of the sample (72%). Respondents were primarily in 
top management (9%), senior management (76%), or middle management (13%). 
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TABLE 2 
THE MODEL CONSTRUCTS AND INDICATORS   

Construct Items References 
Data quality 

 
Data1: Users now have more accurate data with BI than they did with source 
systems 

Wixom & Watson [63] 
Data2: Today's users have access to more comprehensive data than is available from 
source systems. 
Data3: Users now have access to more accurate data compared with source systems 
Data4: The system has improved data consistency for users (or applications) 
compared with source systems. 

BI 
infrastructure  

Eq1: BI team maintains the system satisfactorily 

Fink et al [30], 
Ahmad [3] 

Eq2: The team has the technical knowledge and skills to meet the requirements of 
the system. 
Eq3: The team has the ability to lead the system design and development process. 
Inf1: The BI infrastructure is well synchronized with the organization's databases 
and with external sources. 
Inf2: The infrastructure is accessible to users 
Inf3: The infrastructure meets the organization's technological needs 
Inf4: The infrastructure enables development of easy-to-use, intuitive tools 
Inf5: The systems are flexible enough to meet your organization's current and future 
needs. 
Inf6: BI infrastructure enables rapid response to system usage 

Data-Driven 
Culture 

Cult1: Decisions that are based on data rather than intuition 

Gupta & George [64], 
Mikalef et al [65], 
Kulkarni & Robles-
Flores [59], 

Cult2: We are prepared to abandon our intuition when the data contradicts our 
views. 
Cult3: Company encourages the search for data/information to inform decision-
making. 
Cult4: Company shows respect for the measurement and evaluation of evidence in 
decision-making. 
Cult5: Company encourages decision-making processes that include 
quantitative/digital analysis. 

Information 
Quality 

QI1: The systems produce accurate and correct information 

Ahmad [3] 

QI2: The systems always provide the information needed. 
QI3: Information from the systems is complete and adequate. 
QI4: Information from the systems is always up-to-date. 
QI5: The systems produce information in a presentable format that is easy to 
understand and interpret. 
QI7: Information from the systems is secure and free from threats 
QI8: The information provided systems is of the highest integrity and 
trustworthiness. 

QI9: The systems produce relevant information that meets business needs. 

 

IV. RESULTS 

The assessment of reliability and validity for the items was shown in Table 3. All items revealed an outer 
loading exceeding the 0.7 threshold [67], with the exception of item IQ6, which had an outer loading of 0.549 
and was subsequently excluded. However, the removal of this item resulted in a decrease in Composite 
reliability, Cronbach's Alpha, and the coefficient of determination (R²) for the Information Quality construct. 
This showed that items QI8 and QI9 were retained as long as their loadings exceeded 0.5 [68], ensuring the 
model's reliability. Both Cronbach's Alpha and Composite reliability showed highly satisfactory values 
exceeding 0.7 [69]. 

The Average Variance Extracted (AVE), which signified the proportion of variance in the items explained by 
their associated construct, consistently showed values above 0.5 [70], demonstrating robust convergent validity. 
To assess discriminant validity, the criteria proposed by [70] were applied. The process was achieved by 
comparing each construct's AVE to the squared inter-construct correlations, serving as an indicator of shared 
variance within the construct and with all other reflexively measured constructs in the structural model. The 
shared variance among constructs did not surpass their respective AVE values. Table 3 showed that the square 
root of the AVE (values in gray cells) exceeded those in the cells below and to the left, affirming sound 
discriminant validity. 

The reliability and validity assessment of the second-order construct, "BI maturity," solely followed the 
guidelines provided by Sarstedt et al. [71]. This approach incorporated the allocation of all indicators from 
lower-order components to the higher-order component, using the repeated indicators technique [71]. However, 
the statistics generated by SmartPLS were inapplicable for the second-order construct because the software 
failed to recognize it, causing the result to be treated as every other variable. This led to distorted validity and 
reliability metrics, necessitating manual computation following the formulas outlined by Sarstedt et al.. The 
results affirmed the resilience of the second-order construct, "BI maturity". The values found for the different 
criteria of the second-order construct "BI maturity", therefore, indicate good reliability and validity.  
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Composite reliability = 0.811 

Cronbach's Alpha = 0.801 
Average Variance Extracted (AVE)= 0.588 

 
TABLE 3 

SUMMARY OF RELIABILITY AND VALIDITY ASSESSMENT CRITERIA. 
ITEM Outer 

loading 
Alpha CR AVE Data   Quality BI Infra D.D culture Quality 

Information 
Data1 0,853 

0.896 0.924 0.754 0,868*       
Data2 0,912 
Data3 0,838 
Data4 0,868 
 
Eq1 

 
0,748 

 
0.934 

 
0.939 

 
0.633 

 
0,690 

 
0,796 

    

Eq2 0,791 
Eq3 0,829 
Inf1 0,752 
Inf2 0,863 
Inf3 0,765 
Inf4 0,733 
Inf5 0,858 
Inf6 0,810 
Cult1 0,850 

0.877 0.905 0.655 0,411 0,434 0,809   
Cult2 0,772 
Cult3 0,746 
Cult4 0,837 
Cult5 0,838 

QI1 0,670 

0.879 0.899 0.529 0,690 0,503 0,537 0,727 

QI2 0,737 
QI3 0,780 
QI4 0,827 
QI5 0,782 
QI7 0,759 
QI8 0,596 

QI9 0,638 

*The values in the gray cells represent the square root of the AVE 

 
 

 
Fig. 2 Structural model results 
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TABLE 4  
 HYPOTHESES TEST RESULTS 

Ref Hypothesis β p-value Supported 

H1a The maturity of the BI system is determined by the quality of the data. 0.792 0,000 Yes 

H1b The maturity of the system is determined by the BI infrastructure. 0.751 0,000 Yes 

H1c The maturity of the system is determined by the data-driven culture. 0.757 0,000 Yes 

H2 The level of maturity of the system positively influences the quality of the 
information provided. 

0.848 0,000 Yes 

 
The structural model was evaluated using SmartPLS 3.0, based on the recommendations of Hair et al. [68]. 

The significance levels of the model's relationships were determined through a Bootstrapping procedure, with 
5000 iterations. The results confirmed that all paths in the model were statistically significant at the 0.001 
threshold. Fig. 2 showed the final model, presenting path coefficients (β) on the arrows and the coefficient of 
determination (R²) within the circles. 

Table 4 showed the findings relating to the model's hypotheses. The hypotheses related to the dimensions of 
maturity demonstrated outstanding confidence levels, with p-values falling below 0.001. The hypothesis 
concerning the relationship between BI maturity and information quality also showed high significance. These 
results were consistent with the path coefficients of the maturity dimensions, all of which exceeded 0.751. The 
central hypothesis of the model, asserting that the maturity level of the system positively influenced the quality 
of information provided had strong support, with a coefficient β=0.848. 

The R² values contained within the circles in Fig. 2 showed the extent to which independent variables in the 
structural equations explained the variance in dependent variables. According to the figure above, the model 
interpreted approximately 72% of the variance in "BI information quality. This substantial explanatory power 
surpassed the 75% threshold [67], [72], and "BI maturity" effectively clarified at least 56.5% of its first-order 
variables, signifying the robustness of these Key Factors of Success (KFSs). 

V. DISCUSSION 

Based on the hypotheses of this study, an organization's internal resources and BI competencies exerted an 
influence on its maturity. The findings indicated that greater BI maturity within an organization correlated with 
higher quality information and knowledge derived, thereby elevating the probability of user utilization. The 
findings corroborated the operationalization of BI as a second-order construct. This study identified three 
dimensions of system maturity, namely data quality (H1a), BI infrastructure (H1b), and data-driven analytical 
culture (H1c).  

Data quality, recognized as a critical success factor for BI maturity [44], [73], received substantial support 
from the proposed model. This was consistent with the observation by Skyrius et al. that "attention to data 
quality was insufficient because systems based on data suffering from poor quality are not trusted by users [28], 
[37].   

Davenport and Harris asserted that deploying a BI infrastructure was crucial for organizations seeking to 
integrate analytics as a core component of their strategy [9]. The results strongly substantiated H1b, and were in 
line with prior studies by [3], [30], [51], [74]. 

The cultivation of a data-driven culture, emphasizing the use of testing and measurement for informed 
decision-making backed by quantitative data rather than intuition [57], [75], arose as a crucial dimension of BI 
maturity in the study results. It should be acknowledged that a data-driven culture significantly influenced the 
success or failure of IS implementation projects [58]. However, fostering such a culture demanded substantial 
effort, particularly from top management. According to Davenport and Bean, "A significant and persistent 
problem was the slowness with which established companies moved towards a data-driven culture" [76]. 

The empirical results firmly supported the hypotheses related to the dimensions of BI maturity (H1a through 
H1c) and validated the theoretical framework proposed by [77]. This framework comprehensively covered BI 
capabilities across four domains, namely Governance (Data Quality), Culture (Data-Driven), People, and 
Technology (BI Infrastructure). 

As hypothesized in the study, the findings showed the highly positive influence of maturity levels on the 
quality of information and knowledge derived from the systems. This outcome was consistent with a previous 
study by [25], demonstrating that a higher level of system maturity improved information quality. Essentially, 
the maturity significantly contributed to improved information quality, as stated by Lönnqvist and Pirttimäki, 
who proposed that the primary benefit of system was "better information quality for decision-making" [18]. 
Building upon the study conducted by Shen et al. [78], which stated the positive impact of BI maturity on 
information quality (β= 0.575), the exploration reinforced this relationship, revealing a substantial positive 
impact with a β of 0.848 on information quality. 
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The results affirmed the idea that the development of BI-related resources and skills, the capabilities defined 
as maturity dimensions in the model, contributed significantly to maturity within organizations, thereby 
providing the information necessary for strategic decision-making. In line with [3], it could be concluded that BI 
was one of the most important technologies and tools for facilitating knowledge generation in businesses. 

The empirical findings of this study provided strong support for the proposed theoretical model, indicating the 
relevance and significance of the suggested dimensions of system maturity. Few studies explored maturity as a 
determinant of information quality, similar to [25], and such studies were even more scarce in the context of 
developing countries, such as Morocco. This investigation filled an important gap in the literature regarding BI 
systems maturity and its impact on information quality. The robust statistical relationship between maturity and 
information quality revealed in this study showed the significance of adopting a maturity perspective to 
comprehend the performance of these systems [45], [52]. 

A significant theoretical contribution of this study was the proposal of an innovative conceptual model 
elucidating the link between BI Maturity and information quality, bridging a practical and professionally 
dominant field with the theoretical foundations of information systems. This contribution addressed a gap in the 
literature on maturity models, which often lacked strong theoretical underpinnings [24]. 

The result of this study provided valuable insights for organizations that are already engaged in, or planning to 
initiate, BI initiatives. Specifically, it described the critical factors and variables influencing BI's contribution to 
improving decision-making through better information quality. The model identified BI capabilities that were 
most likely to improve information quality. The exploration showed the internal corporate resources and 
competencies that determine maturity. Factors, including high-quality data, adequate technical infrastructure, a 
skilled team, and a data-driven analytical culture were all crucial resources for BI maturity. 

 

VI. CONCLUSIONS 

In conclusion, despite BI having been a long-standing priority for information systems investments and 
promising market forecasts, it was surprising to observe high failure rates in its initiatives. This issue revealed 
the need to assess the contributions and benefits of these systems. One way to comprehend the impact was to 
evaluate the primary output, which was information. Improving the quality of information was a key objective 
for BI systems to promote decision-making. Although the aspect of information systems had extensively 
explored information quality, it remained understudied in the context of BI, especially concerning its 
determinants. This study made two significant contributions, first, it addressed this gap by identifying BI 
resources and capabilities that enhanced information quality. Second, it applied maturity approach to achieve the 
desired results. When compared to previous studies that focused on two dimensions of maturity, the current 
exploration introduced three capabilities, including source data quality, BI infrastructure, and data-driven 
culture, all in line with those stated by Cosik et al.  

While this study was consistent with previous theoretical work that described the importance of BI maturity 
for Information Quality, it was essential to acknowledge its limitations. One primary limitation was the selection 
of BI maturity dimensions. Professional models offered numerous potential dimensions, but for practical 
reasons, a subset was chosen. Methodologically, the sample size was limited, implying that results had to be 
interpreted cautiously. Despite these constraints, it was worth acknowledging that all paths in the structural 
model were statistically significant. 

The study on BI maturity and its relationship with the capabilities was relatively unexplored. Future 
explorations could expand the model by incorporating additional dimensions to enrich the understanding of 
maturity. Another avenue for future investigation included introducing moderating variables that might influence 
the relationship between maturity and Information Quality. 
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