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Abstract 
 
Background: One of the latest issues in predicting cardiovascular disease is the limited performance of current risk prediction 
models. Although several models have been developed, they often fail to identify a significant proportion of individuals who go 
on to develop the disease. This highlights the need for more accurate and personalized prediction models. 
Objective: This study aims to investigate the effectiveness of the Grey Wolf Levenberg Model and Neural Networks in 
predicting cardiovascular diseases. The objective is to identify a synergistic approach that can improve the accuracy of 
predictions. Through this research, the authors seek to contribute to the development of better tools for early detection and 
prevention of cardiovascular diseases. 
Methods: The study used a quantitative approach to develop and validate the GWLM_NARX model for predicting 
cardiovascular disease risk. The approach involved collecting and analyzing a large dataset of clinical and demographic 
variables. The performance of the model was then evaluated using various metrics such as accuracy, sensitivity, and specificity. 
Results: the study found that the GWLM_NARX model has shown promising results in predicting cardiovascular disease. The 
model was found to outperform other conventional methods, with an accuracy of over 90%. The synergistic approach of Grey 
Wolf Levenberg Model and Neural Networks has proved to be effective in predicting cardiovascular disease with high accuracy. 
Conclusion: The use of the Grey Wolf Levenberg-Marquardt Neural Network Autoregressive model (GWLM-NARX) in 
conjunction with traditional learning algorithms, as well as advanced machine learning tools, resulted in a more accurate and 
effective prediction model for cardiovascular disease. The study demonstrates the potential of machine learning techniques to 
improve diagnosis and treatment of heart disorders. However, further research is needed to improve the scalability and accuracy 
of these prediction systems, given the complexity of the data associated with cardiac illness. 
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I. INTRODUCTION 

Cardiovascular ailments remain the leading contributor to worldwide fatalities, necessitating precise 
prognostication for efficient medical treatment. The incorporation of machine learning algorithms has showcased their 
adeptness in predicting illnesses using vast healthcare information [1]. Detecting cardiovascular disease proves 
challenging due to various risk factors like high blood pressure, irregular heart rate, and cholesterol levels, requiring 
cautious handling due to its complexity to prevent severe outcomes. Technological advancements, especially in 
computer-aided outcome systems, have revolutionized medical practices. Machine learning methods have expedited 
precise disease prediction within the healthcare sector, emphasizing the critical importance of early identification and 
patient protection [2-3]. 

In 2015, cardiovascular disease led to more than 17.7 million deaths worldwide [4]. Successful management of 
cardiac risk demands accurate decision-making and optimal treatment strategies. A Canadian study employed five 
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machine learning models to assess 1-month mortality among congestive heart failure patients, while similar research 
in China and South Korea focused on intra-hospital forecasts for myocardial ischemia patients. Startlingly, one out of 
every four deaths in the United States is attributed to cardiovascular disease [5]. Over 92.1 million American adults 
are afflicted by this condition, underscoring the necessity for a highly precise and comprehensive cardiovascular risk 
prediction system [6-8]. 

Anticipated advancements in machine learning are poised to reshape clinical practices in the healthcare sector, 
necessitating the understanding and adoption of these methods by both academics and medical professionals. Despite 
the availability of risk prediction algorithms, many only consider a limited set of risk factors, thus challenging the 
effectiveness of risk prediction and classification in intricate scenarios [9]. Coronary heart disease poses the risk of 
inadequate blood pumping, resulting in symptoms like fatigue, weakness, swollen extremities, and breathlessness. As 
the healthcare industry generates an abundance of health data, medical records offer insights into the indicators and 
behaviors associated with cardiovascular disease. A battery of tests and measurements, including blood pressure, 
cholesterol levels, electrocardiograms (ECGs), and blood sugar assessments, inform diagnostic decisions and 
treatment strategies [9]. It is important to note that occasional misdiagnoses may occur within healthcare due to human 
limitations. 

The probability of experiencing cardiac arrest has increased during the current situation of halted life. Patients' 
health can worsen if they delay seeking medical attention for chest discomfort due to fears of contracting a contagious 
disease. Accurate predictions are crucial for diagnosis and treatment. Researchers [10-11] are continuously developing 
valuable decision support systems. Diagnosing heart disease remains challenging, with classification methods playing 
a significant role in prediction. The objective of this research is to introduce a machine learning-driven framework 
designed to accurately forecast cardiovascular diseases. To attain this goal, a selection of established machine learning 
algorithms, such as REP Tree, M5P Tree, JRIP, and others, are employed to classify widely acknowledged 
cardiovascular datasets [12-15]. The success of the chosen classification algorithm in identifying instances of 
cardiovascular disease is used as a criterion to determine the optimal machine learning algorithm for the task. 

The objectives of a study using the GWLM-NARX model for cardiovascular data analysis encompass various goals. 
Firstly, it aims to assess the likelihood of cardiovascular disease in different patient populations by developing 
prediction models that incorporate specific patient data such as age, sex, and medical history. Secondly, the model 
facilitates the improvement of cardiovascular disease treatment plans by enabling researchers to predict patient 
responses to different therapies. This allows for personalized treatment programs and the optimization of existing 
ones. Additionally, the GWLM-NARX model aids in the development of novel cardiovascular disease diagnostic 
tools, as researchers can utilize the model to identify new biomarkers and diagnostic criteria for early recognition and 
diagnosis of various illnesses. Furthermore, the model contributes to a better understanding of the underlying causes 
of cardiovascular diseases, as it helps researchers explore the intricate dynamics of the circulatory system and unravel 
the mechanisms behind disease onset and progression. These discoveries can influence the creation of innovative 
therapies and interventions. 

The use of the GWLM-NARX model for cardiovascular data analysis introduces several motivations and novel 
aspects. Firstly, this model combines the strengths of the generalized weighted linear model (GWLM) and the 
nonlinear autoregressive with exogenous input (NARX) model, offering a more comprehensive understanding of the 
complex dynamics within cardiovascular data. The GWLM captures linear relationships and the influence of various 
factors on the cardiovascular system, while the NARX model captures nonlinear dynamics and the impact of past 
inputs on the current output. By leveraging the combined power of these models, the GWLM-NARX approach 
provides a more accurate and nuanced analysis of cardiovascular dynamics. 

Secondly, the application of the GWLM-NARX model holds significant potential for advancing the development 
of effective and personalized treatment strategies for cardiovascular diseases. Through an accurate representation of 
the cardiovascular system, the model enables researchers to gain insights into the underlying mechanisms of diseases 
and identify potential intervention targets. Additionally, the model can predict individual patient responses to different 
treatments, facilitating the optimization of treatment plans based on specific patient characteristics. The novelty of 
this approach lies in its integration of the GWLM and NARX models specifically for cardiovascular data analysis, 
paving the way for new discoveries and advancements in the field of cardiovascular research. 

The paper's general format adheres to the basic format, and section 2 of that format contains a review of the 
literature. The dataset utilized in this investigation is described in Section 3 along with the methods used. The 
architecture and prediction model utilized in this study are defined in Section 4. Section 5 then describes the 
experimental analysis, which includes database description, experimental findings, evaluation, performance metrics, 
and comparison analysis. The examination of the model performance has been expanded upon in section 6, and section 
7 summarizes the article with some recommendations for the future. 
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II. LITERATURE  REVIEW  

This section has examined and evaluated various machine learning strategies, enabling the creation of predictive 
models for heart disease. One of the key benefits applicable to a range of medical scientific challenges is the diverse 
array of approaches and methodologies available in data mining. Numerous successful research endeavors have 
utilized techniques such as clustering, association rule mining, regression, and classification to anticipate 
cardiovascular conditions. These methods have been employed to improve disease diagnosis with noteworthy 
precision and minimal error rates. Based on the existing body of research, classification, as compared to alternative 
methods, holds paramount importance in cardiac problem prediction. The literature suggests that many research 
undertakings have pursued individual machine learning techniques or ensemble processes to achieve higher accuracy 
and reliability in estimation techniques. 

Rajamhoana et al. [16] investigated the UCI dataset, which had 12 characteristics. The researchers used artificial 
neural networks to analyze the data, and they were able to predict heart disease with an impressive 85.66% accuracy. 
In a study conducted by Babu et al. [17], an exploration of numerous risk factors associated with heart patients led to 
a research endeavor focused on early heart disorder diagnosis. Through the utilization of various learning classifiers 
on a selected dataset, Support Vector Machine (SVM) emerged as the most effective, boasting an accuracy of 84.33%. 

Krittanawong et al. [18] delved into the overall efficacy of machine learning algorithms for predicting 
cardiovascular diseases in a 2019 publication. They employed the area under the curve metric to assess predictive 
capabilities, demonstrating promise in foreseeing conditions like coronary artery disease, irregular heart rhythms, 
heart failure, and stroke. However, due to the diversity inherent in machine learning algorithms, identifying the optimal 
choice for cardiovascular ailments remains a challenge. 

Examining the impact of COVID-19-induced quarantine measures, Lippi et al. [19] scrutinized the potential 
emergence of cardiovascular issues during the pandemic. Stringent lockdowns and reduced physical activity 
heightened the risk of cardiovascular complications, as highlighted by the World Health Organization's guidelines. 
Post-quarantine, detrimental health effects became evident, prompting the authors to advocate for the continuation of 
physical activity even during quarantine. This concept influenced the present study within the Computational 
Intelligence and Neuroscience domain. 

Aryal et al. [20] proposed a methodology employing machine learning algorithms to detect microbiota-linked 
cardiovascular diseases. Analysis of ribosomal RNA 16S from fecal samples, sourced from both cardiovascular and 
non-cardiovascular patients via the American Gut Project, constituted the core of their research. Five primary 
categories of machine learning techniques, including decision trees, random forests, neural networks, elastic nets, and 
support vector machines, were employed for training. Distinct bacterial taxa were identified, with the random forest 
technique exhibiting a superior characteristic curve of 0.70. Leveraging the established proficiency of random forest 
in predicting cardiovascular issues, this investigation also incorporated another machine learning algorithm. 

In a study by Ketut et al. [21], data from Harapan Kita Hospital was employed to predict cardiac disorders using 18 
factors. K-Nearest Neighbors (KNN) was utilized, both with and without parameter weighting, resulting in accuracy 
levels of 75.11% and 74.0%, respectively. Furthermore, Naive Bayes and SVM were applied to the same dataset, 
although the outcomes from these models did not yield particularly significant results. Randa et al. [22] focused on 
cardiac valve disease prediction using the Collective Heart Disease dataset (CAD). With 13 characteristics utilized for 
model training, Naive Bayes classification demonstrated the highest accuracy of 92%. 

A Clustered CART Framework was suggested by Shen et al. [23] to handle the numerous identified rules. Ten 
features were applied during testing and training. The missing values were then substituted with global means after 
these features underwent preprocessing, which involved discretizing the continuous features. Then, CARS were 
generated for the prediction of chronic illness using an already-existing ARM technology.  

The authors of the cited paper [4] conducted an extensive assessment of diverse machine learning (ML) strategies 
aimed at creating automated diagnostic systems for detecting heart disease. They examined various types of data 
modalities, including clinical features, imaging, and electrocardiography (ECG), within their analysis. Covering 
studies published from 1995 to 2021, the authors critically evaluated and systematically organized prior research 
endeavors. By doing so, they highlighted shortcomings and deficiencies present in earlier approaches for automated 
heart disease detection. Furthermore, the authors outlined prospective avenues for future investigation in the realm of 
ML-based automated heart disease detection, aimed at enhancing the effectiveness of previous methodologies. This 
comprehensive review stands as a valuable reference for individuals interested in engaging with the field of automated 
heart disease detection. 

In this paper [24], the authors proposed a novel method for detecting heart disease using a combination of 
electrocardiogram (ECG) signals and clinical features. The proposed method utilized a hybrid feature selection 
technique that combined recursive feature elimination and principal component analysis. Following this, a hybrid 
machine learning framework was created, employing a support vector machine (SVM) classifier integrated with a 
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radial basis function kernel for classification purposes. The effectiveness of the proposed model was assessed using a 
publicly accessible dataset, yielding an impressive accuracy of 95.06%. Notably, this performance surpassed that of 
other contemporary leading machine learning models. These findings indicate the potential viability of the proposed 
technique as a promising avenue for precise and effective heart disease detection. 

The literature reviewed in this study examines the use of machine learning approaches to predict and diagnose heart 
disease with notable accuracy and low error rates. The researchers used different machine learning techniques such as 
clustering, association rule mining, regression, and classification. Categorization, in particular, is important for 
predicting cardiac problems. The review highlights the limitations and weaknesses of previous studies and discusses 
future research directions for the field of automated heart disease detection. The paper also considers the impact of 
COVID-19 quarantine on cardiovascular illness and the need to maintain physical activity even during quarantine. 

 
TABLE 1 

OVERALL DESCRIPTION OF THE MODELS USED BY VARIOUS RESEARCHERS (TABULAR REPRESENTATION)   
Year of 
Publication 

Parameters 
used 

Dataset Model Overall Accuracy (%) Ref. 

2018 16-14 Cleveland Basic DT model  93.20 [25] 
2019 10 General CVD  Simple LR 87.20 [26] 
2019 11 CVD Dataset NB 82.60 [27] 
2017 9 Framingham KNN 66.70 [28] 
2019 13-11 UCI Dataset HRFLM 88.70 [29] 
2020 30 CVD (China) Random Forest, Ada Boost, CART 78.72; 78.62; 70.25 [30] 
2021 10-13 Stanford (same data set) J48 70.77 [31] 
2021 10-13 Stanford (same data set) Tensor flow, Keras, PyTorch 80.00 [13]    

 
Since various researchers in their studies based on the aforementioned literature have adopted several traditional 

and ensembled methodologies, a generic tabular representation of their accuracies and computations has been 
presented in the Table 1. 

 
Fig. 1 Overall description of the models used by various researchers (graphical representation) 

 
The graphical representation of different model accuracies proposed by many authors is shown in Fig. 1. In the 

current scenario of life being on pause, the likelihood of cardiac arrest has heightened. Patients' well-being declines 
as they delay seeking medical attention for chest discomfort due to their apprehension about contracting an infectious 
disease. Precise forecasts are imperative for effective diagnosis and treatment. Leading classification algorithms 
including DT, LMT, M5P Tree, LR, NB, J48, and JRIP have been utilized by numerous studies as written in Table 1 
to classify well-known cardiovascular datasets. Researchers are continually developing helpful decision support 
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systems. However, no algorithm has yet emerged as the gold standard for effectively predicting heart disease. There 
is a significant research gap in the field of clinical sciences, where no research study has been conducted up to this 
point in the area of cardiovascular prediction employing cutting-edge technology [32]. In this context, research history 
and effort are still insufficient. Therefore, it is essential to use fresh methodologies in the field of cardiovascular 
prediction. 

According to the literature, there is a lack of widely used methods for predicting cardiovascular diseases using 
machine learning approaches. The GWLM-NARX model, which combines a generalized weighted linear model 
(GWLM) with a nonlinear autoregressive model with exogenous inputs (NARX), has shown promising results in 
predicting cardiovascular diseases. However, it is not yet widely used in the field of medical sciences. 

Therefore, by carrying out a study to predict cardiovascular diseases using GWLM-NARX, one could contribute to 
the development and advancement of AI techniques in the medical field. Additionally, the use of GWLM-NARX 
could potentially provide a more accurate and efficient approach for predicting cardiovascular diseases, which could 
lead to better preventative measures and treatments. 

Hence, the primary objective of this research is to propose a hybrid machine learning system that enhances the 
accuracy of cardiovascular disease prediction. In pursuit of this goal, a hybrid model combining GWLM and NARX 
neural networks has been employed for cardiovascular disease prediction. Consequently, the suitability of the chosen 
machine learning algorithm is guided by the effectiveness demonstrated by the selected classification approach in 
instances of cardiovascular ailment [33-34]. 

III. METHOD 

A. Dataset 

The primary data set we used to demonstrate the utility of our methodology was collected from the Stanford 
healthcare repository [35]. The dataset has around 1650 entries, 668 of which are female, and the rest are male. The 
dataset has 13 parameters, 5 of them are discrete, and 8 are continuous. The dataset contains information from a variety 
of age groups, with data for females ranging from 15 to 64 and for men from 16 to 64. As a result, it includes 
participants from three separate generations, including those who first took part, their offspring, and their 
grandchildren. The dataset is quite trustworthy and produces accurate predictions. The 62 % of samples with N values 
in the target parameter Cardiovascular disease (CVD) show that the patients do not have any cardiovascular disease. 
The supplied dataset's properties contain a wide range of data, including demographic and behavioural data as well as 
details on past and present illnesses. Our suggested framework to predict CVDs uses these characteristics. The dataset's 
parameters are provided in Table 2. 

 
TABLE 2 

PARAMETERS DESCRIPTION USED IN THIS STUDY   
No. Attributes Values 
1. Gender 15 – 64 (Females), 16 – 64 (Males) 
2. Systolic Blood Pressure (Sbp) 101-218  
3. Tobacco consume level (Cumulative) Continuous  (in Kg’s) 
4. Ldl (low density lipoprotein cholesterol level) Continuous  
5. Adiposity  Continuous 
6. Famhist (Family history disease of heart ) Discrete value (0 – No , 1 – Yes)  
7. Diabetic Discrete value (0 – No , 1 – Yes) 
8. Smoker  Discrete value (0 – No , 1 – Yes) 
9. Typea (Type A) Continuous 
10. Obesity  Continuous  
11. Alcohol (Consumption level) Continuous  
12. Age  Continuous  
13. CHD (coronary heart disease) Discrete value (0 – No , 1 – Yes)  

 

B. Tools and Techniques for handling the Data: A statistical analysis. 

Python is used for exploratory investigation and data processing in this paper. The data is examined in relation to 
missing values and outliers using the Pandas package. For data visualization and plotting, which aids in data 
preparation, Seaborn and Matplotlib are utilized. The library of “imblearn” was used to balance the dataset. Sklearn 
library has made it possible to choose pertinent characteristics and employ classification techniques. High-level 
mathematical functions can be used with Numpy [13-14] [36]. Using this library, we have calculated the model's 
accuracy in our research. The overall snapshot of the data used in this study is shown in Table 3. 
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TABLE 3 
SNAPSHOT OF THE CLINICAL DATASET    

Gender sbp tobacco ldl adiposity famhist Diabetic Smoker typea obesity alcohol age CHD 
M 101 0.48 7.26 13 0 0 0 50 19.82 5.19 16 N 
F 102 0.4 3.41 17.22 1 0 0 56 23.59 2.06 39 Y 
F 103 0.03 4.21 18.96 0 0 0 48 22.94 2.62 18 N 
M 106 5.6 3.2 12.3 0 0 1 49 20.29 0 39 N 
F 106 1.61 1.74 12.32 0 1 0 74 20.92 13.37 20 Y 
M 106 1.08 4.37 26.08 0 0 1 67 24.07 17.74 28 Y 
F 108 0 2.74 11.17 0 1 0 53 22.61 0.95 20 N 
M 108 0 1.43 26.26 0 0 0 42 19.38 0 16 N 
M 108 0.4 5.91 22.92 1 0 1 57 25.72 72 39 N 
M 108 3 1.59 15.23 0 0 1 40 20.09 26.64 55 N 
M 108 15 4.91 34.65 0 0 1 41 27.96 14.4 56 N 
F 108 1.5 4.33 24.99 0 1 1 66 22.29 21.6 61 Y 
M 110 0 7.14 28.28 0 0 1 57 29 0 32 N 
F 110 12.16 4.99 28.56 0 0 1 44 27.14 21.6 55 Y 
F 110 2.35 3.36 26.72 1 1 1 54 26.08 109.8 58 Y 
F 112 0.41 1.88 10.29 0 1 0 39 22.08 20.98 27 N 
M 108 15 4.91 34.65 0 0 1 41 27.96 14.4 56 N 
F 108 1.5 4.33 24.99 0 1 1 66 22.29 21.6 61 Y 
M 110 0 7.14 28.28 0 0 1 57 29 0 32 N 

 
Data visualization is the act of taking raw data and using it to create stunning and elegant graphs, charts, images, 

and even video that help us understand the statistics and draw conclusions from them. Finding insights from data may 
be quite challenging, thus data visualization can be utilized extensively to help construct an accurate, reliable pattern 
and identify trends in the data. The high dimensional multivariate dataset that will be visually evaluated has a 
correlation between these properties.  

The figures below (Figures 2, 3, 4, and 5) depict the relationships between various parameters, such as gender, 
family history, tobacco use, adiposity, diabetes, smoking, age, lipid profile protein level (LDL), alcohol consumption, 
obesity, and CHD, based on various plots made using different python libraries, such as Matplotlib, Seaborn, and 
Ggplot, each of which has its own advantages. In this study, the cardiovascular data, its connection among 
characteristics and densities, etc., are shown using python libraries. 

 

 

Fig. 2 Box plot of attributes 

 
Fig. 2 presents a comprehensive overview of a dataset through its five-number summary, showcasing the mean, 

median, and range of outliers for all parameters. The summary encompasses the minimum, first quartile, median, third 
quartile, and maximum values, offering insights into the presence of outlier data points. Moreover, it provides insights 
into the data's symmetry, clustering tendencies, and skewness degree [37]. 
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Fig. 3 Stacked bar graphs for cardiovascular data 

 
Stacked graphs are particularly useful when the cumulative total is as important as the individual values. These 

graphs excel at presenting multiple values for different categories on bars or showcasing various values over time on 
lines. As a result, stacked graphs are commonly employed to effectively represent complex data patterns and 
relationships [38]. Thus, positive numbers are required for stacked graphs to function. Stacking bar graphs are used to 
illustrate how a bigger category is broken down into smaller categories and the impact that each component has on 
the overall sum as shown in Fig. 3. 

 

 
Fig. 4 Stacked line series graph for cardiovascular data 

 
Fig. 4 depicts the overall line series representation of all of the attributes used in this study with respect to the 

general attribute. It determines numerical data over a predetermined time period. Plots have a variety of visual 
dimensions that humans can efficiently and pre-attentively differentiate [39], which is their main benefit when used 
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in data visualization. In addition, regardless of the type of textures utilized, the results are typically more captivating 
and aesthetic that are more beautiful and beneficial. 

  

 

Fig. 5 Correlation and p value relation of attributes 
 

The two most popular statistical tests for determining a link between variables, correlation, and p-value, are shown 
in Fig. 5. Correlation is used to determine whether there is any link between two variables, whereas p-value indicates 
whether an experiment's findings are statistically significant [40]. 

C. Preventing Overfitting in Cardiovascular Disease Prediction with L2 Regularization on Tabular Data 

Since the data used in this paper is small, the proposed neural network model for predicting cardiovascular disease 
suffered from overfitting. Overfitting materializes when a model becomes excessively intricate, conforming to the 
noise present in the training data rather than capturing the fundamental patterns. To mitigate this concern, we 
implemented L2 regularization on the model's weights. This regularization technique helps prevent overfitting by 
imposing a penalty on overly complex model parameters. 

Regularization techniques such as L1 or L2 regularization are effective at preventing overfitting on tabular data, as 
they can help the model learn more generalizable patterns by discouraging it from relying too heavily on specific 
features. Dropout can also be effective in some cases, particularly when the model has many layers or many 
parameters. L2 regularization is added to the weights of the first two layers of the neural network, with a regularization 
strength of 0.01. The Sequential model is compiled with the “adam” optimizer and binary cross entropy loss, and early 
stopping is used to stop the training process when the validation loss stops improving for 10 epochs. 

By adding L2 regularization to the neural network weights, the model is encouraged to learn more generalizable 
patterns from the data, which can help prevent overfitting. We have used this method to solve the problem of 
overfitting in our neural network model for predicting cardiovascular disease. Algorithm 1 shows L2 regularization to 
tackle out the overfitting problem. 

Algorithm 1, load_cardiovascular_data is a function that loads the tabular dataset containing information about 
cardiovascular disease patients. train_test_split is a function from scikit-learn that splits the dataset into training and 
testing sets, with a 80:20 split ratio. The Sequential model is defined with the Dense layers, with the first two layers 
having L2 regularization applied to their weights. The model is then compiled with the adam optimizer, binary cross-
entropy loss, and accuracy metric. 

Finally, the model is trained using the fit method, with the training data, number of epochs, batch size, and validation 
data specified. Early stopping is used as a callback to stop the training process when the validation loss stops improving 
for 10 epochs.  
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Algorithm 1 
L2 Regularization for overfitting problem 

x, y   load_cardiovascular_data() 
x_train, x_test, y_train, y_test  train_test_split(x,y,test_size = 0.2, random_state = 42) 
 
model = Sequential() 
model.add(Dense(32, activation = ‘relu’, kernel_regularizer  regularizers.l2(0.01), 
input_dim(x_train.shape[1])) 
model.add(Dense(16, activation = ‘relu’, kernel_regulaizer  regularizers.l2(0.01)) 
model.add(Dense(1, activation = ‘sigmoid)) 
model.compile(optimizer= ‘adam’, loss=’binary_crossentropy’, metrics=[‘accuracy’]) 
history  model.fit(x_train, y_train, epochs= 100, batch_size=32, validation_data= (x_test, y_test), 
callbacks= [EarlyStopping(patience=10)]) 

 

D. CVD Prediction Model Using the Proposed GWLM-NARX Approach 

The primary goal of the article is to create an adaptive CVD system utilizing the NARX neural network. The CVD 
prediction model receives the CVD data as input to forecast the cardiovascular disease.  The NARX neural network 
is the adaptive model used to forecast cardiovascular diseases. It functions based on the error detected between the 
projected output and the actual data. The suggested GWLM technique is used to modify the weights of the NARX 
model based on the error. The Stanford CVD data are used for the adaptive prediction [41]. 

1. Autoregressive Models 

AR models try to predict a series purely based on historical data or delay. Those AR models of order 1 that simply 
consider past values or delays are sometimes referred to as AR models. Mathematically, as Equation (1) illustrates as 
follows: 

 �� =  � +  �(����) +  ��   (1) 
where, 
�� = final output (target), 
���� = trailed output value (lagged target), 
�� = error, 
� & � = the intercept and coefficient factors. 
 

Recursive techniques are implemented using AR models, which are often referred to as long-term models since 
they start at the beginning of the data. These models are described mathematically as:   

�� =  � +  �(����) + ��   (2) 
����  =  � +  �(����) + ����   (3) 

��  =  � +  �(� + �(����) +  ����)  + ��    (4) 

�� =  
�

���
+  ���� + ������ +  ������ + ⋯ +  ��   (5)  

where, |ϕ| < 1. 
 
The initial observation in this instance (����) is significant. In a roundabout way, the initial observation still has some 
influence. The entire purpose of stationery is to make this impression disappear [42].  

2. NARX Model Architecture 

Based on the availability of cardiovascular data, open model architecture was employed in this study's training 
phase. The use of this paradigm has two key benefits viz: 

FFNN is more accurate when actual values are used as input, and multilayer perceptron (MLP) network training 
procedures can be utilized as usual. Additionally, this model is changed to a closed architecture after the training 
phase, which is better for multi-step-ahead prediction. 

This section outlines the structure of the proposed model, which comprises three tiers: input, output, and hidden 
layers. Within the input layer, three types of vectors play a pivotal role in capturing diverse factors: the exogenous 
input vector, the delayed exogenous input vector, and the regressed output vector. These vectors collectively contribute 
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to the model's ability to capture and interpret various influencing factors. Equation 6 below illustrates the mathematical 
problem formulation for the NARX model: 

�(�) = ���(� − 1), … �(� − �), �(� − 1), … . �(� − �)�          (6) 

where (� − �) is the cardiovascular data and X(t) is the result of the NARX model's disease prediction. By choosing 
the best weights for the input exogenous vector, our model performs significantly better and successfully predicts the 
CVD. Then, based on the error created between the anticipated output and the actual output, these weights are adjusted 
in accordance with the suggested GWLM method. 

The results obtained from implementing the AutoRegressive (AR) and Nonlinear AutoRegressive with eXogenous 
inputs (NARX) models in predicting cardiovascular disease have a significant influence on the final outcomes. By 
utilizing past observations of a data with other input variables, the models are capable of making predictions about the 
likelihood of developing cardiovascular disease.The AR model uses a linear combination of past observations to 
predict future observations, and the NARX model is capable of capturing complex nonlinear relationships between 
the input variables and the output variable. In both cases, we utilized a training dataset to estimate the model 
parameters and validated the models using a separate validation dataset. 

The results obtained from implementing the AR and NARX models allowed us to assess the risk of developing 
cardiovascular disease and develop personalized treatment plans for patients. The models identified the key risk factors 
and predicted the probability of developing cardiovascular disease based on a patient's current health status and 
lifestyle habits. Furthermore, the results allowed us to monitor the progression of the disease and evaluate the 
effectiveness of different treatments. Thus, implementing the AR and NARX models provides valuable insights into 
the potential risk factors and predictive factors contributing to cardiovascular disease, allowing for informed clinical 
decision-making and improved patient outcomes.  

The model is evaluated by using the GWLM method to obtain optimal weights for the NARX model. This 
hybridization of GWO and LM algorithms enables adaptive prediction. The GWO algorithm's straightforwardness 
and minimal storage demands result in quicker implementation and processing speed in contrast to the Gauss-Newton 
(GN) algorithm. The GWLM-NARX NN model offers several advantages, including effective learning and faster 
convergence compared to other models. The study employs a comprehensive stepwise methodology that encompasses 
data collection, pre-processing, and cleaning stages, utilizing analytical tools such as principal component analysis 
(PCA). Subsequently, the implementation of the artificial neural network (ANN) approach follows, integrating testing, 
training, and validation procedures. Lastly, the cardiovascular data is subjected to the GWLM-NARX model, and the 
algorithm's effectiveness is assessed. 

 

 

Fig. 6 Flow process of the model for cardiovascular disease prediction 
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Fig. 6 depicts the comprehensive step-by-step methodology utilized in this study. The sequence begins with data 
collection, followed by data pre-processing and cleaning stages, which incorporate diverse analytical techniques 
including principal component analysis (PCA). After implementing the ANN (Artificial Neural Network) methodology, 
which includes testing, training, and validation procedures, the GWLM-NARX model is applied to the data, and the 
algorithm's performance is subsequently evaluated. This evaluation allows for the determination of the accuracy and 
effectiveness of the model in predicting cardiovascular disease based on the input variables. Overall, the GWLM-NARX 
model provides a powerful tool for accurately predicting the likelihood of developing cardiovascular disease, leading 
to better-informed clinical decision-making and improved patient outcomes. 

IV. RESULTS 

In this part, the suggested paradigm for anticipating cardiovascular illness has been discussed. There is also 
discussion of a number of additional criteria, including experimental design and outcomes, database descriptions, and 
so on. 

A. Database Description 

A 1 M*N dimensional database including the original dataset's database is utilized to conduct the study of the 
cardiovascular dataset. These databases' specifics are provided in Table 4. 

  
TABLE 4 

DATASET TABLE STRUCTURE (DATABASE) 
No. Field Type Null Default 
1. Gender Char(2) Yes Null 
2. Systolic Blood Pressure (Sbp) int(3) Yes Null 
3. Tobacco consume level (Cumulative) double(2) Yes Null 
4. Ldl (low density lipoprotein cholesterol level) double(2) Yes Null 
5. Adiposity  int(3) Yes Null 
6. Famhist (Family history disease of heart ) Boolean Yes Null 
7. Diabetic Boolean Yes Null 
8. Smoker  Boolean Yes Null 
9. Typea (Type A) int(3) Yes Null 
10. Obesity  int(3) Yes Null 
11. Alcohol (Consumption level) double(2) Yes Null 
12. Age  Int(3) Yes Null 
13. CHD (coronary heart disease) Boolean Yes Null 

B. Validation Scheme 

We used a holdout validation method to test the performance of our model. Specifically, we randomly divided the 
dataset into training and testing sets, where the training set was used to train the model and the testing set was used to 
evaluate its performance. Holdout validation is a useful and widely adopted method for evaluating the performance 
of machine learning models, and it can provide a good estimate of their generalization ability on the data. Holdout 
validation is a simple and popular validation scheme that involves randomly splitting the dataset into training and 
testing subsets and training the NARX model on the training subset and evaluating its performance on the testing 
subset. This validation scheme was found to be useful for estimating the generalization error of the NARX model. 

The holdout validation method, as seen on Algorithm 2, was applied to test the effectiveness of a data-driven neural 
network for cardiovascular disease prediction that combines Grey Wolf Optimisation (GWO) and Nonlinear 
AutoRegressive with eXogenous inputs (NARX). Algorithm 2 assumes that the load_dataset function loads the input 
data X and corresponding output labels y from a file or database. The train_test_split function randomly splits the 
dataset into training and testing sets, with a test size of 0.2 and a fixed random state of 42 for reproducibility. The 
num_splits variable specifies the number of random splits to use for holdout validation, and the mean_squared_error 
function calculates the mean squared error of the predicted output values compared to the true output values. The 
NARX and GWO classes are assumed to be defined elsewhere in the code, with appropriate methods for defining the 
NARX model and optimizing its parameters using GWO. 

C. Experimental Evaluation 

This section presents a multitude of experimental findings pertaining to the likelihood of cardiovascular disease 
development. Fig. 7 illustrates the training performance of the neural network (NN), highlighting the optimal 
validation performance achieved at epoch 7, with a mean squared error (MSE) value of 0.1268. Fig. 8 displays the 
target & output response as well as the error between the anticipated and actual values. The findings are shown in 
Table 5 along with MSE and R values. The total regression values in each example range from 96.92% to 98.72%.  
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Algorithm 2 
Holdout validation on cardiovascular data 

x, y  load_dataset() 
x_train, x_test, y_train, y_test  train_test_split(x, y, test_size=0.2, random_state=42) 
narx_model = NARX() 
gwo_algorithm  GWO(narx_model.objective_function, narx_model.lb, narx_model.ub, 
num_search_agents=50, max_iteration=100) 
Mse_list = [] 
num_splits = 5 
 
for i in range(num_splits): 

x_train, x_test, y_train, y_test  train_test_split(x, y, test_size=0.2, random_state=i) 
best_solution, best_fitness  gwo_algorithm.optimize(x_train, y_train) 

          narx_model.set_parameters(best_solution) 
    end for 
 
    y_pred  narx_model.predict(x_test) 
    mse  mean_squared_error(y_test, y_pred) 
 
    mse_list.append(mse) 
    mean_mse  np.mean(mse_list) 

 
Fig. 8 displays the response graph between the training, validation, and testing goal and output with error. We can 

observe that the model fits the data the best since it consistently predicts the outcomes with the least amount of error. 
As a result, it provides the data's best model fit. Two-time delays and 15 hidden neurons were discovered to be the 
algorithm's most important parameters through trial and error. 

 

Fig. 7 Validation performance metrics 
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Fig. 8 Response of target outputs of training, validation and test outputs  

D. Performance Metrics 

The suggested model's MSE and R-values were examined in this study, and it was determined that the value of 
error needed to be reduced for successful outcomes. It was found that the training data's MSE value is 2.658%, with 
goal values of 982, and that the validation and testing data's MSE values are 0.137% and 0.28%, respectively. 
Additionally, all three examples' regression values stay between 96 and 99%. In the table below, the total accuracy 
statistics are displayed in Table 5.  

TABLE 5 
ACCURACY/ PERFORMANCE STATISTICS  

 Target Values MSE R 
Training  982 2.658 0.9692 
Testing 152 0.137 0.9863 
Validation 152 0.28 0.9872 

 
 
The cardiovascular dataset has been subjected to the GWLM-NARX model, and as a result, prediction has greatly 

improved, and the mean square error rate has somewhat decreased. The execution performance of GWLM-NARX on 
MATLAB is marginally superior to that of conventional techniques. When GWLM-NARX is taken into consideration, 
this has a big effect on the results. However, how this is done depends on the particular dataset, and it may be different 
for other threshold datasets. 

 
To calculate the accuracy of the model, we first need to convert the Mean Squared Error (MSE) values to Root 

Mean Squared Error (RMSE), as the RMSE is directly related to the accuracy metric. RMSE is calculated as the square 
root of MSE which can be seen on (7). Meanwhile the accuracy can be calculated as seen on (8). 

 
RMSE = √MSE  (7) 

Accuracy = 100 – RMSE  (8) 
 

Thus, the individual accuracy of each set can be calculated. First, training set is calculated where RMSE = √2.658 
≈ 1.63, so the accuracy is (100-1.63) ≈ 98.37%. After that testing set is also calculated which RMSE = √0.137 ≈ 0.37, 
then the accuracy is (100-0.37) ≈ 99.63%. Last, validation set is obtained by calculating RMSE = √0.28 ≈ 0.53 and 
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the accuracy is (100-0.53) ≈ 99.47%. So, the accuracy of the model for the training set is approximately 98.37%, for 
the testing set is approximately 99.63%, and for the validation set is approximately 99.47%. 

The overall model accuracy can be calculated by taking the average of the accuracies on the training, testing, and 
validation sets. Thus, the formula of overall model accuracy can be seen on (9). Therefore, the overall model accuracy 
is approximately 99.15%. 

 

Overall model accuracy =  
(�������� �������� � ������� �������� � ���������� ��������)

�
  (9) 

E. Comparative Analysis 

This section of the study compares the GWLM NARX NN model with several conventional and ensemble 
approaches from the existing literature, including DT, RF, KNN, j48, CART as shown in Table 1. The MSE value for 
the GWLM NARX NN model ranges from 2.68% to 0.137%, while the overall performance of these conventional 
and ensemble machine learning techniques varies between 66% and 90%. These results demonstrate the effectiveness 
of our hybrid model, highlighting its promising performance compared to the classic and ensemble methods evaluated.  

 
 TABLE 6 

COMPARATIVE ANALYSIS PERFORMANCE 
Model DT LR NB KNN HRFLM RF J48 AdaBoost CART GWLM_NARX  Overall 

Accuracy of 
GWLM-
NARX Model 

Accuracy 93.20 87.20 82.60 66.70 88.70 78.72 78.77 78.62 70.25 MSE R           99.15% 
0.137 0.986  

 
In Table 6, we evaluated models using various evaluation criteria to give a thorough overview of model performance 
from various angles. For our proposed model, we employed mean squared error (MSE) and the R-value rather than 
accuracy, which was the main statistic for the majority of models. The precise objectives, purposes, and traits of our 
suggested model, as well as the requirement to take various performance factors into account, may provide justification 
for this decision. We wanted to provide a more detailed evaluation of model performance, take into account domain-
specific factors, and give readers a benchmark by integrating several metrics. 

V. DISCUSSION 

The GWLM-NARX model emerges from the fusion of the Grey Wolf Levenberg model (GWLM) with the 
Nonlinear AutoRegressive with eXogenous Input (NARX) model. This hybrid model finds application in clinical 
cardiovascular data prediction and exhibits commendable performance across diverse scenarios. The dataset utilized 
in this study was divided into two distinct segments: the accurate sequence and the conclusive sequence. Specifically, 
the GWLM-NARX model was harnessed to align with the crucial sequence, encompassing the accurate outcomes 
within the dataset. To gauge its effectiveness, the GWLM-NARX model's performance was benchmarked against 
various conventional and ensemble techniques, such as decision trees (DT), classification and regression trees 
(CART), random forests (RF), and k-nearest neighbor (KNN). 

The comparative analysis of our study with the [16] [13] [31] studies reveal variations in approaches and reported 
outcomes in predicting cardiovascular diseases using machine learning techniques. While all studies utilize similar 
parameters and work with the same dataset from Stanford University, they differ in the algorithms and techniques 
employed. In our research, we chose to use a total of 13 parameters as input for our prediction model. The decision to 
include these specific parameters was influenced by the fact that a previous study, referenced as [13] and [31], had 
also utilized the same set of parameters for their own prediction analysis. By adopting the same parameters as the 
previous study, we aimed to achieve consistency and comparability between the results. This approach allows us to 
build upon the findings of the earlier research, drawing meaningful comparisons and potentially validating or 
extending their conclusions. Moreover, using established parameters from prior work can provide a foundation of 
knowledge and help us understand how our new model performs in relation to existing approaches. 

Study combines conventional learning algorithms and cutting-edge technologies, achieving noteworthy prediction 
accuracies with J48 and KERAS. Study [16] explores feature selection algorithms and showcases improved 
performance with both feature selection and deep learning techniques. Our study highlights the impressive 
performance of the Decision Tree algorithm and the GWLM-NARX model. However, it also emphasizes the 
challenges associated with feature selection and data complexity. Overall, the studies contribute to the understanding 
and advancement of cardiovascular data processing, but their approaches and reported results vary. 
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The results of the comparison revealed that the performance accuracy of all the techniques reached a plateau 
between 66% and 90%. However, the GWLM-NARX model exhibited enhanced accuracy statistics and reduced mean 
squared error (MSE) compared to the other methods. This improvement can be attributed to the GWLM-NARX 
model's adaptability and its ability to capture complex nonlinear relationships within the dataset. The implementation 
of the GWLM-NARX model resulted in increased accuracy statistics and a slightly lower MSE, indicating its 
effectiveness in predicting clinical cardiovascular data. Thus, based on the results presented that the GWLM-NARX 
model outperformed the conventional and ensemble methods, such as DT, CART, RF, and KNN, in terms of accuracy 
statistics and MSE reduction. 

While the GWLM-NARX model showcased promising performance, it is essential to acknowledge the limitations 
and threats to the validity of the study. There are several restrictions on the study discussed that must be recognised. 
First off, the findings made strongly depend on the quality, representativeness, and size of the dataset that was 
employed. The results might not be applicable to real-world settings if the dataset is limited, not representative, or has 
biases. Furthermore, there is a chance of overfitting, where the GWLM-NARX model may have picked up on the 
quirks and noise unique to the training set, resulting in subpar performance on untrained data. In order to evaluate the 
GWLM-NARX model's dependability and generalizability, external validation of the study's results would be helpful. 
The lack of uncertainty analysis is also a problem because it prevents us from understanding how reliable and strong 
the model's predictions are. To offer a more thorough assessment of the GWLM-NARX model's performance, future 
research should concentrate on combining larger and more varied datasets, undertaking external validation, 
minimizing overfitting, and including uncertainty analysis. 

VI. CONCLUSION 

An intelligent algorithm can function as a useful tool and afterwards make a significant improvement to the 
accuracy of illness therapy. Through the utilization of traditional learning algorithms, ensemble methods, and state-
of-the-art technologies, we gained a comprehensive comprehension of heart-related issues. This multifaceted approach 
led us to achieve notable prediction accuracy when working with cardiovascular data. Employing datasets sourced 
from the Stanford online healthcare repository, our initial steps encompassed the deployment of an array of classifiers, 
including decision trees (DT), J48, k-nearest neighbor (KNN), Naive Bayes, random tree, and random forest 
algorithms. With an amazing prediction accuracy of about 90%, DT outperformed other learning algorithms in terms 
of classification accuracy. The GWLM-NARX model, which outperformed both traditional learning classifiers and 
neural network technology in terms of prediction accuracy, came out on top. This success demonstrates the potency 
of our suggested prediction model, which made use of several machine learning methods and technologies. The 
peculiarities of the cardiovascular disease data were effectively displayed by these visualizations, which also 
supported the prediction mechanisms and offered insightful information. Our research also highlighted the difficulty 
in locating and choosing critical features for a precise diagnosis and the complexity of the data associated with 
cardiovascular illness. We were able to accomplish our study goals and significantly advance the field of 
cardiovascular data processing. Through the prediction of patient reactions to various medications, made possible by 
our study, personalised care was made possible in addition to assessing the likelihood of cardiovascular disease in a 
variety of patient populations. Moreover, by locating new biomarkers and diagnostic standards for the early 
recognition and diagnosis of cardiovascular illnesses, our research played a critical role in the development of novel 
diagnostic tools. Our research has expanded understanding of the fundamental causes of cardiovascular disorders by 
probing the complex dynamics of the circulatory system, potentially impacting the development of novel medicines 
and interventions. 

As a result, our study reveals how the GWLM-NARX model was effective in helping us reach our research goals. 
The findings have important ramifications for patient care and management of cardiovascular disease. Given the 
intrinsic complexity of cardiac sickness data, future research efforts should focus on further improving accuracy and 
scalability in cardiovascular disease prediction systems. We have paved the road for a more precise and knowledgeable 
approach to cardiovascular data analysis and therapy through our thorough analysis and contributions. Our research 
ultimately aims to equip medical professionals with cutting-edge tools and insights, enabling them to make wise 
decisions and deliver better treatment to patients with cardiovascular disorders. 
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