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Abstract 
 
Background: The architecture of Software Defined Networking (SDN) integrated with Vehicular Ad-hoc Networks (VANETs) 
is considered a practical method for handling large-scale, dynamic, heterogeneous vehicular networks, since it offers flexibility, 
programmability, scalability, and a global understanding. However, the integration with VANETs introduces additional security 
vulnerabilities due to the deployment of a logically centralized control mechanism. These security attacks are classified as 
internal and external based on the nature of the attacker. The method adopted in this work facilitated the detection of internal 
position falsification attacks. 
Objective: This study aimed to investigate the performance of k-NN, SVM, Naïve Bayes, Logistic Regression, and Random 
Forest machine learning (ML) algorithms in detecting position falsification attacks using the Vehicular Reference Misbehavior 
(VeReMi) dataset. It also aimed to conduct a comparative analysis of two ensemble classification models, namely voting and 
stacking for final decision-making. These ensemble classification methods used the ML algorithms cooperatively to achieve 
improved classification. 
Methods: The simulations and evaluations were conducted using the Python programming language. VeReMi dataset was 
selected since it was an application-specific dataset for VANETs environment. Performance evaluation metrics, such as 
accuracy, precision, recall, F-measure, and prediction time were also used in the comparative studies. 
Results: This experimental study showed that Random Forest ML algorithm provided the best performance in detecting attacks 
among the ML algorithms. Voting and stacking were both used to enhance classification accuracy and reduce time required to 
identify an attack through predictions generated by k-NN, SVM, Naïve Bayes, Logistic Regression, and Random Forest 
classifiers. 
Conclusion: In terms of attack detection accuracy, both methods (voting and stacking) achieved the same level of accuracy as 
Random Forest. However, the detection of attack using stacking could be achieved in roughly less than half the time required 
by voting ensemble. 
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I. INTRODUCTION 

Vehicular Ad-hoc networks (VANETs) are reliable communication network that alert drivers about potential 
collision risks and accidents on the road. VANETs are similar to Mobile Ad-hoc Networks (MANETs), where the 
nodes are vehicles instead of mobile phones. However, they differ in terms of high node mobility due to the continuous 
rapid movement of vehicles, frequent changes in network topology, and high bandwidth requirements [1]. VANETs 
offer a range of advantages, including accident reduction, traffic management, congestion notification, fuel station 
location, and parking spot suggestions. Alongside these benefits, the performance constraints are due to frequent 
disconnections among vehicles caused by high mobility, dynamic connectivity, and security attacks [2,3]. Software 
Defined Network (SDN) integrated with VANETs provide enhanced flexibility and adaptability as the data plane is 
regulated and controlled by a separate centralized programmable controller. Its architecture significantly reduces the 
dependence on hardware setup, as previously, even when a small modification in the vehicular network requires 
hardware upgrades. 
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As shown in Fig. 1, SDN-based VANETs architecture comprises three layers, namely the data (forwarding), control 
(logical), and application (services) planes. The data and control planes are separated using Southbound APIs, while 
control and application are separated using Northbound. Data is a forwarding plane consisting of moving vehicles and 
fixed roadside units (RSUs) that communicate wirelessly among vehicles and infrastructure. Control, on the other 
hand, comprises a software-defined controller (SDNC), serving as the logical brain of the vehicular system. It uses 
flow tables for packet transmission and decision-making. The application layer is a collection of network-based 
application services, such as external memory using cloud computing, quality services, routing, and more. It also 
manages the high mobility and heterogeneous behavior of the network in a programmed and systematic way. However, 
SDN-based VANETs have a dual nature, and may introduce security risks or new vulnerabilities to the system due to 
their centralized characteristics [4]. 

 

 
Fig. 1 SDN-based VANETs architecture 

 
Security is a major concern in SDN-based vehicular networking architecture, as the networking system is vulnerable 

to various attacks, either external or internal. External attacks are carried out by unauthorized individuals and aim to 
impact the security and communication of the network. They may include phishing, DDoS attacks, and spamming, 
which can be mitigated using cryptography, a first line of defense. On the other hand, internal attacks are executed by 
authorized malicious nodes (member nodes of the network) within the data plane. These nodes possess legitimate 
sources of information, making them challenging to detect using public key-based cryptography method ques. Internal 
attacks may include position falsification, wrong alert messages, location spoofing, packets dropping, and more. The 
current integration of machine learning (ML) with VANETs networking is a potential method to analyze the data and 
protect against these types of attacks.  

Khatri et al. [5] discussed the challenges of traffic, communication, and safety in VANET systems, as well as the 
potential solutions offered by ML methods. Several previous investigations presented the use of ML integrated 
security solutions to enhance the accuracy of attack detection in VANETs [6–8]. Supervised learning classifiers, such 
as k-NN, SVM, logistic regression, and decision trees are indispensable for identifying anomalous candidates within 
typical data sets. These methods also play a significant role in intrusion detection for vehicular systems [7-9]. Another 
popular classification strategy entails using multiple ML classifiers in an "ensemble" to boost performance. This 
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combines the strength of various classifiers and bases the conclusions about the future on their predictions. Voting, 
stacking, bagging, and boosting are some of the recognized ensemble methods exhibiting higher accuracy rates in 
classification. Internal attacks pose a greater threat to the functioning of the VANETs system, as authorized users may 
act maliciously, triggering scenarios of fake alert messages, jamming, collisions, and altered routing suggestions. 
Ensemble learning algorithms are recommended to effectively address such attacks. 

In this motivation, an experimental comparative study was conducted to detect internal attacks in SDN-based 
VANETs using k-NN, SVM, Naïve Bayes, Logistic Regression, and Random Forest ML classifiers. Subsequently, 
ensemble learning methods, namely voting and stacking, were used for detection of internal attacks, leveraging the 
predictions generated from ML classifiers. With the specific aim of detecting the position falsification attacks in SDN-
based VANETs, this study used open-source Vehicular Reference Misbehavior (VeReMi) dataset as it is an 
application-specific dataset for the VANETs environment. All simulations were carried out using the Python 
programming language. The results showed that the detection of attacks using “voting ensemble” could be achieved 
in roughly half the time required by “stacking ensemble”.  

The following are the key contributions of this study: (1) Evaluated the performance of k-NN, SVM, Naïve Bayes, 
Logistic Regression, and Random Forest ML algorithms in the detection of position falsification attack using VeReMi 
dataset and (2) Conducted comparative analysis of two ensemble classification models namely voting and stacking, 
for final decision-making. These methods cooperatively leveraged ML algorithms to improve decision-making. 

The subsequent sections a classified as follows: Section II explained the prevailing methods used for attack 
detection in SDN-based VANETs. Section III presented the proposed method for attack detection. Section IV provided 
details of the results, evaluation was discussed in Section V, while Section VI concluded the study. 

II. LITERATURE REVIEW 

The classification of various types of attacks using ML methods in different communication systems has been 
extensively explored in recent years. With the growth of wireless communication and services, the study community 
has shown significant interest in designing security solutions for vehicular networks.  

Sangwan et al. [10] reviewed and categorized various misbehavior assaults in VANETs systems based on 
architecture, method, node-centricity, and data-centricity. It also discussed the significance of ML methods in the 
context of misbehavior detection. Ghosh et al. [11] presented a comprehensive survey on misbehaving node detection 
attacks in VANETs, with an emphasis on the adoption of hybrid methods to achieve improved performance in terms 
of precision and accuracy. Singh et al. [12] investigated the effect of normalization using various ML classifiers for 
detecting position falsification attacks through VeReMi dataset. The experimental study showed that normalized SVM 
outperformed logistic regression, both with and without normalization. Sonker et al. [13] also introduced a method 
for selecting the optimal algorithm to detect malicious node attacks, with Random Forest achieving a higher accuracy 
rate of 97.62%.  

The extraction of features is a crucial step in dataset processing, as it significantly influences the accuracy of the 
prediction model. So et al. [14] presented a plausibility check score with ML-based scheme for misbehavior detection 
in VANET, and showed that k-NN and SVM classifiers performed better. Similarly, Gyawali et al. [15] devised a new 
MDS (misbehavior detection system)-based ML algorithm for detecting position falsification attacks [15]. Grover et 
al. [16] proposed ML classifier-based malicious node detection method, using various feature attributes, such as 
geographical position, speed deviation, acceptance range of RSU, and received signal strength (RSS). The results 
showed that Random Forest and J48 outperformed other classifiers, including Nave Base, IBK, and Adaboost1. 
Montenegro et al. [17] designed a trust-based model for position falsification attacks based on the k-NN classifier 
model. In this model, position and received power coherency were used in detecting misbehaving VANETs nodes. 
The results showed a maximum accuracy rate of 95.8% for the validation model and 84.4% for the random offset 
position attack. Sultana et al. [18] proposed ML-based scheme with local and global detection levels for Constant 
attack Type 1. Kang et al. [19] investigated the role of a deep neural network (DNN)-based intrusion detection scheme, 
with special emphasis on the in-vehicle system over inter-vehicle communication. Bangui et al. [20] proposed hybrid 
methods comprising Random Forest classifier and clustering-based algorithm to detect both known and unknown 
attacks. In comparison to conventional ML classifiers, the hybrid method substantially improved detection efficiency. 

Multiple ensemble classifiers have also been evaluated for the detection of different types of attacks in VANETs 
environment. Ercan et al. [21] emphasized the significance of the stacking method for validating newly designed 
features under various vehicle densities. Ghaleb et al. [22] introduced a collaborative intrusion detection system (MA-
CIDS) that used ensemble learning to enhance attack detection efficacy in VANETs models. Using the network 
security laboratory-knowledge discovery data mining (NSL-KDD) dataset, locally trained and weighted classifiers 
were thoroughly evaluated. The results showed a false positive rate of 4% and F1 score of 97%. Khan et al. [23] 
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developed an ensemble-based voting classifier for intrusion detection that incorporated multiple base classifiers, 
showing a 96% accuracy rate for GPS detection compared to standard ML algorithm. Similarly, Azam et al. [24] used 
majority voting to detect sybil attacks in the VANET system. Standard ML classifiers, including k-NN, Nave Bayes, 
Decision tree, SVM, and Logical Regression, were used within the majority voting framework, with the proposed 
scheme achieving a 95% degree of accuracy. Sonker et al. [25] designed an algorithm that combined stacking and the 
bagging algorithms Random Forest and Xgboost. The proposed scheme attained a 98.44% detection rate of 
misbehaving nodes. The study showed that ensemble classifier could significantly enhance the scheme performance 
for detecting misbehaving nodes. A comprehensive framework for detecting internal intrusions is presented in the next 
section. 

III. METHOD 

This section presents the proposed framework for detecting malicious nodes and identifying position falsification 
attacks using VeReMi dataset. Fig. 2 presents the proposed malicious node detection framework, comprising Levels 
1, 2, and 3, using voting and stacking ensemble learning methods. 

 

 

Fig. 2 Proposed Framework 

 
 Level 1: Feature extraction with Plausibility check, Level 2: Attack detection using k-NN, SVM, Naïve Bayes, 

Logistic Regression, and Random Forest ML classifiers, Level 3: Ensemble learning (voting and stacking) methods 
of the classifiers were deployed to improve the classification accuracy and attack detection times. The proposed 
algorithm was inspired by an extensive literature review and experiments conducted by [14,24,25,27].  

A. Dataset Preparation and Analysis 

The experimental simulations were conducted using the open-source VeReMi dataset, which comprised 5 position 
falsification attack scenarios, each repeated 5 times. These repetitions provided a comprehensive representation of 
various real-time scenarios of misbehaving vehicular nodes [26]. The dataset is presented in Table 1. 
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B. Feature Extraction 

The raw VeReMi dataset was processed for the implementation and evaluation of ML algorithm using the algorithm 
proposed in [14]. The vehicles communicated by broadcasting their details every 100 ms, including speed in the x-y 
direction, current location, acceleration, velocities, and more, through Basic Safety Messages (BSM). The type of 
attack was labeled from 0 to 5, where ‘0’ represented a legitimate vehicle, and ‘1-5’ corresponded to different attack 
types. In the final dataset, the first two features pertained to the accuracy of the sender data and the movement of the 
sending vehicles, while the remaining four described their behaviors. The location plausibility check was based on 
previous velocity in the BSM message, GPS location, and average accelerations, using (1) and movement. 

 
 
The movement plausibility check determined whether the speed fell below predefined speed threshold. This was 

calculated using the total displacement between the previous and current locations, velocity, and time obtained from 
BSM messages. When the total displacement is 0 but the average velocity is not, the value of the score would be 1, 
otherwise it would be set at 0. The plausibility score fell within the range of [0,4], and represented the total sum of 
plausibility scores for the x and y coordinates, indicating the number of misbehaving vehicles. These scores were 
calculated for the x and y coordinates within the pre-defined confidence interval of 95% and 99%. To estimate the 
behavior, the displacement, magnitude and velocity of vehicles in x and y directions were computed. Features 3 and 
4 represented the differences between the calculated average velocities based on total displacement and time, as well 
as the predicted average velocities based on the reported velocity and time in the x and y directions, respectively. 
Feature 5 represented the magnitude of Features 3 and 4, while Feature 6 was the total displacement between the 
calculated distance and the predicted total displacement based on average velocity. For advanced attack detection, 
these extracted features were used to classify legitimate from misbehaving vehicles using various learning-based ML 
classifiers. 

C. Machine Learning (ML) based Attack Classification 

In the attack detection level of the proposed method, the data were cleaned and parsed for training and testing. 
Multiple classifiers, including k-NN, SVM, Naïve Bayes, Logistic Regression, and Random Forest, were 
comparatively applied for internal attack detection. 

1) k-Nearest Neighbor (k-NN) Classifier 
k-NN is a well-known supervised learning algorithm for detecting attacker vehicle using Euclidean distance 

measurement. The Euclidean distance between two vehicles at position (xi, yi) and (xj, yj) is calculated using (2). 

d = �(x� − x�)
� + (y� − y�)

�.              (2) 

2) Logistic Regression Classifier 
Logistic Regression is a classifier that uses a sigmoid function to separate data points. The decision boundary, where 

the sigmoid function f(x) equals 0.5, defines the border between the classes. The equation is given in (3). 
 

f(x) =
�

�����.              (3) 

 
3) SVM Classifier 
Support Vector Machine (SVM) is a supervised learning-based classifier that uses multidimensional hyperplanes 

to segregate data points. The decision boundary relies on various support vectors that define the extreme maximums 
and minimums. 

 

predicted(�,��) = x� + ∆t�v(�,�) + a(�,��) ∗ ∆t� 

TABLE 1 
DATASET DESCRIPTION 

Attack ID Attack Type Parameters 

Type 1 Constant Attack x=5560, y=5820 

Type 2 Constant Offset Attack Δ x = 250, Δ y = -150 

Type 4 Random Attack Uniformly Random 

Type 8 Random Offset Attack Δ x = -300, Δ y = 300 

Type 16 Eventual Stop Attack Stop probability + = 0.025 each position update 
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4) Naïve Bayes Classifier 
The Naïve Bayes Classifier is based on Bayes theorem and predicts data based on the probability of the object. It 

calculates probabilities using the following equation, where P(X) is the independent probability of X, P(Y) is the 
independent probability of Y, P(X/Y) that is seen on (4) is the probability of X when Y is true, and P(Y/X) is the 
probability of Y when X is true. 

P(
�

�
) =

��
�

�
�∗�(�)

�(�)
.              (4) 

 
5) Random Forest Classifier 
Random Forest Classifier is method based on decision trees. To classify the attacks, the dataset was divided into 

smaller sets, and each decision tree provided a class for input data. The classifier subsequently processed the 
information and selected the most voted prediction as the output. It is capable of handling large datasets with high 
dimensionalities and less prone to overfitting. Therefore, to evaluate its impact on the attack detection rate, the RF 
classifier was applied to the processed features extracted from VeReMi dataset. Random Forest classifier can be seen 
in Fig. 3. 

 

 

Fig. 3 Random Forest classifier 

D. Final Level Detection 

Two different methods were compared at this level, based on prediction time. The predictions of the classifiers 
previously mentioned were used to design both majority voting and stacking classifiers. The majority voting is an 
ensemble classifier that uses the predictions of different classifiers based on assigned weightage. Meanwhile, the 
stacking ensemble generates a new meta-classifier using the input classifiers and incorporates their characteristics. 
The entire concept is summarized in the Algorithm 1 and Fig. 4. 

 

Fig. 4 Final level detection 
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Algorithm 1 
Ensemble Learning based malicious node detection in SDN based VANETs 
function plausibility and consistency check () 
 get each vehicle (Vm € V) where m= 1,2,3…, n 
 for each vehicle do feature extraction  
  perform data cleaning on the obtained PCR 
                                     train multiple classifiers including k-NN, SVM,  
                                              Logistic Regression, Naïve bayes, Random Forest  
                                              for attack detection  
 end for 
 
                     perform testing and metric measurement 
                         get results of each classifier 
     for each classifier 
          train Majority Voting and Stacking classifiers 
    end for 
               perform testing and metric evaluation 
return final decision for attack detection 

     
The results were evaluated in terms of parametric metrics, such as precision, recall value, F1-score, accuracy, and 

prediction time. The precision showed the number of true positives predicted positive attack (TP and FP) predictions. 
The precision value ranged between 0 and 1, representing the specificity of the model. The equation used to calculate 
precision can be seen on (5). 

Precision =
��

�����
.  (5) 

 
Recall represents the sensitivity of the model and indicates the true positives that are correctly identified. The 

formula used to calculate recall is shown in (6). Similar to precision, it also ranges from 0 to 1, with higher values 
indicating better performance.  

Recall =  
��

�����
.   (6) 

 
The F-Measures shown in (7) that is also known as F1-Score, defines the relationship between precision and recall, 

with the aim of striking a balance. 

   F − Measure =  
�×���������×������

����������������
  (7) 

 
Accuracy, also called classification rate, measures the number of correct predictions over the total predictions in 

the dataset, and is calculated as the ratio of the total sum of TP and TN over the total predictions. The formula of 
accuracy is shown in (8). 

Accuracy =
�����

�����������
     (8) 

IV. RESULTS 

This section presents the result and analysis of the proposed scheme with respect to detection of different attack 
types in VeReMi dataset. The performance metrics precision, recall, and F1-score of different classifiers across all 
specified attacks are shown in Tables 2-4. 

 

TABLE 2 
COMPARATIVE ANALYSIS IN TERMS OF PRECISION 

Attack ID Naïve 
Bayes 

SVM Logistic 
Regression 

k-NN Random 
Forest 

Majority 
Voting 

Stacking 
Classifier 

Type 1 0.72 0.82 0.74 0.96 0.99 0.99 0.99 

Type 2 0.53 0.57 0.47 0.63 0.65 0.65 0.70 

Type 4 0.76 0.78 0.76 0.86 1.00 1.00 1.00 

Type 8 0.60 0.87 0.83 0.90 0.95 0.95 0.95 

Type 16 0.62 0.76 0.58 0.78 0.98 0.98 0.99 
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Table 2 shows that Random Forest performs best in the detection of all attack types with precision values of 0.99, 
0.65, 1.0000, 0.95, and 0.98, respectively. While both the majority voting and stacking classification yielded similar 
results for Random Forest, there was a slight improvement in precision values for types 2 and 16 when using stacking.  

 
In Table 3, recall value, representing the efficiency of detecting the positive cases, indicated that the stacking-based 

method outperformed other traditional classifiers. However, all the classifiers exhibited significantly low recall values 
in detecting Constant Offset Attacks (Type 2). The lower recall rate of these classifiers signified a higher False 
Negative Rate (FNR), making it challenging to trace malicious nodes with offset errors. Interestingly, the F1-Score 
for types 1, 4, 8, and 16 were 0.99, 1.00, 0.95, and 0.98, respectively. Similar to recall value, stacking had a lower F1-
Score of 0.65, as shown in Table 4. 

 
Fig. 5 shows the general performance of the classifiers in terms of accuracy. The stacking classification yielded 

similar results as Random Forest, outperforming other classifiers with accuracies of 99.16%, 75.73%, 99.78%, 
96.48%, and 95.54% for Types 1, 2, 4, 8, and 16, respectively.  

 

 

Fig. 5 Accuracy of k-NN, Random Forest, majority voting and stacking classifiers 

 
The performance of majority voting ensemble and stacking classifier was compared at the third level. The best 

accuracy and other performance metrics were achieved through stacking of multiple classifiers. For majority voting, 
various classifiers were assigned weight scores, such as [1,1,1,1,5] for Naïve Bayes, SVM, logistic regression, k-NN, 
and Random Forest, respectively. While both the methods improved the performance matrices, the prediction time of 
Stacking Classifier was significantly shorter than the prediction time of the majority voting classification method. 
Table 5 shows the results for different attack type detection.  
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Naïve bayes SVM Logistic regression k-NN

Random Forest Majority Voting Stacking

TABLE 3 
COMPARATIVE ANALYSIS IN TERMS OF RECALL 

Attack ID Naïve 
Bayes 

SVM Logistic 
Regression 

k-NN Random 
Forest 

Majority 
Voting 

Stacking 
Classifier 

Type 1 0.78 0.77 0.75 0.96 0.98 0.98 0.99 

Type 2 0.51 0.50 0.50 0.55 0.60 0.60 0.66 

Type 4 0.82 0.84 0.80 0.82 1.00 1.00 1.00 

Type 8 0.52 0.78 0.51 0.84 0.95 0.95 0.96 

Type 16 0.66 0.78 0.50 0.77 0.98 0.98 0.99 

     

TABLE 4 
COMPARATIVE ANALYSIS IN TERMS OF F1-SCORE 

Attack ID Naïve 
Bayes 

SVM Logistic 
Regression 

k-NN Random 
Forest 

Majority 
Voting 

Stacking 
Classifier 

Type 1 0.72 0.79 0.74 0.97 0.99 0.99 0.99 

Type 2 0.46 0.53 0.48 0.54 0.61 0.61 0.65 

Type 4 0.73 0.80 0.77 0.83 1.00 1.00 1.00 

Type 8 0.25 0.82 0.45 0.86 0.95 0.95 0.95 

Type 16 0.62 0.76 0.54 0.74 0.98 0.98 0.98 
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The ROC curve of the final stage of Stacking Classification is presented in Fig. 6, with an area under curve score 

(AUC) of 0.985. Therefore, the detection rate of the proposed method was significantly high. 
 

 

Fig. 6 ROC Curve for stacking classifier 

V. DISCUSSION 

A multi-level method was proposed to detect the position falsification attack in VeReMi dataset. In the first part of 
the proposed method, VeReMi dataset was preprocessed, and feature extraction was performed to enhance prediction 
using plausibility check features [14]. The dataset was cleaned and parsed to train and test various ML classifiers. The 
results obtained were compared to [14, 15, 17] in terms of precision and recall values, as shown in Table 6. The 
proposed method showed better performance compared to [14] for all attack types. In comparison to [15,17], the 
results were significantly comparable, and the work performed better for type 2, incorporating the method used in 
[15]. 

 

 
 The predictions of the best classifiers were fed into two different ensemble classifiers, namely, majority voting and 

stacking classifier, to enhance detection and assurance levels in the second part of the algorithm. The accuracy rate of 
the two classifiers was similar to Random Forest, with a slight improvement in stacking classification. Furthermore, 
both were evaluated in terms of prediction, with stacking predicting attacks significantly faster than the majority voting 
classifier for all attack types. This difference was mainly because the majority voting decision simply depended on 
the feedback from the input classifiers majority voting, while stacking was a weighted voting scheme where the vehicle 
score was used as a weight for decision-making. 

TABLE 6 
COMPARISON OF DETECTION METHODS 

Attack Type [14] [15] [17] Our Results 

Precision Recall Precision Recall Precision Recall Precision Recall 

Constant Attack 0.95 0.83 1.00 0.99 0.86 1.00 0.99 0.99 

Constant Offset Attack 0.56 0.19 0.94 0.80 0.91 0.74 0.70 0.66 

Random Attack 0.95 0.83 1.00 0.99 0.91 0.88 1.00 1.00 

Random Offset Attack 0.96 0.82 0.97 0.95 0.84 0.86 0.95 0.96 

Eventual Stop Attack 0.71 0.42 0.98 0.93 0.96 0.77 0.99 0.99 

     

TABLE 5 
DETECTION OF ATTACKS IN REAL TIME (MILLI SECONDS) 

Attack ID Attack Type Majority Voting Stacking Classifier 
Type 1 Constant Attack 1.06 0.07 

Type 2 Constant Offset Attack 3.92 0.24 

Type 4 Random Attack 4.26 0.20 

Type 8 Random Offset Attack 4.21 0.16 

Type 16 Eventual Stop Attack 4.13 0.17 
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VI. CONCLUSIONS 

In conclusion, SDN-based VANETs were vulnerable to internal attacks that could significantly impact VANETs 
services and threaten human lives. This study proposed an ensemble learning-based framework for detecting malicious 
nodes in the network. In the first part, the performance of various ML classifiers, including Naïve Bayes, SVM, logistic 
regression, k-NN, and Random Forest, was evaluated for detecting various attack scenarios (Attack Types 1, 2, 4, 8, 
and 16) in VeReMi dataset. The results showed that Random Forest outperformed all other classifiers in terms of 
performance metrics, such as precision, recall, F-score, and accuracy. For the final level of detection, ensemble 
learning-based classifiers, namely “majority voting” and “stacking,” were comparatively studied. The results showed 
that stacking classification improved the performance metrics with lower prediction times compared to majority voting 
classification. Although these results were significantly promising, the proposed algorithm exhibited relatively low 
performance metrics for type 2. Therefore, future studies were recommended to design a more adaptive framework 
for its detection. 
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