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Abstract

Background: As a direct result of the Internet's expansion, the quantity of information shared by Internet users across its numerous platforms has increased. Sentiment analysis functions at a higher level when there are more available perspectives and opinions. However, the lack of labeled data significantly complicates sentiment analysis utilizing Bangla natural language processing (NLP). In recent years, nevertheless, due to the development of more effective deep learning models, Bangla sentiment analysis has improved significantly.

Objective: This article presents a curated dataset for Bangla e-commerce sentiment analysis obtained solely from the "Daraz" platform. We aim to conduct sentiment analysis in Bangla for binary and understudied multiclass classification tasks.

Methods: Transfer learning (LSTM, GRU) and Transformers (Bangla-BERT) approaches are compared for their effectiveness on our dataset. To enhance the overall performance of the models, we fine-tuned them.

Results: The accuracy of Bangla-BERT was highest for both binary and multiclass sentiment classification tasks, with 94.5% accuracy for binary classification and 88.78% accuracy for multiclass sentiment classification.

Conclusion: Our proposed method performs noticeably better classifying multiclass sentiments in Bangla than previous deep learning techniques.
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I. INTRODUCTION

Sentiment refers to individuals' general attitude toward a particular interaction [1]. Sentiment Analysis involves comprehending people's opinions. A text's sentiment may be either positive or negative [2]. On occasion, a neutral viewpoint is also considered for classification. In recent years, the field of natural language processing (NLP) has given an important focus on sentiment analysis [3, 4]. Due to the rapid development of e-commerce platforms, it is now essential for businesses to understand the opinions that customers have regarding a product through customer reviews. Monitoring public sentiment and evaluating user feedback on well-known e-commerce websites such as 'Daraz,' 'Bikroy,' and 'Chaldal.com' are examples of the diverse applications of a powerful Bangla sentiment analysis system [5, 6]. Companies can use sentiment analysis to obtain insight into customer satisfaction, identify areas for development, and make data-driven decisions to improve their products and services.

However, sentiment analysis comes across unique challenges when it comes to languages with limited resources, such as Bangla [7]. The lack of resources, such as annotated datasets and language parsers, limits the accurate analysis of sentiments in Bangla text. Despite these challenges, recent advancements in machine learning and deep learning methods have shown promise in overcoming these difficulties [8]. In recent years, the field of Bangla sentiment analysis has witnessed significant advancements by utilizing various deep learning methods, in particular RNN-based models like GRU, LSTM and several transformer-based techniques like BERT [9, 10].

In this study, we annotated a dataset of approximately one thousand pure Bangla comments collected from the popular e-commerce platform “Daraz” in both binary (positive, negative) and multiclass (very positive, positive, negative, and very negative) categories. We collected the user reviews from “Daraz” since it has a wide range of products accessible compared to the other e-commerce websites, and so the collected reviews contain greater...
The dataset consists of 1,000 pure Bangla comments on multiple product types. All the comments were collected and annotated manually. There are 2 attributes or features: Comment and Sentiment. Using our curated dataset, we then assess user sentiment across binary and multiclass classes. Binary and multiclass classifications were implemented and compared to highlight performance differences across deep learning architectures. The analysis specifically aimed to evaluate the models’ ability to represent the linguistic complexity and grammatical nuances of the Bangla language under both binary and multiclass settings. This study addresses the need for more Bangla-specific research and resources in sentiment analysis. Several prior works have applied transformers like BERT and Bangla-BERT for binary sentiment classification in Bangla [17,18]. They show good accuracy in binary classification but do not explore multiclass sentiment analysis. Similarly, RNN-based transfer learning approaches like LSTM and GRU have also been commonly applied for Bangla sentiment analysis [11,12,13]. These studies are mostly limited to a binary classification of positive vs. negative sentiment. Additionally, there aren't many research that compare the effectiveness of models based on transfer learning and transformers in the same context. So, this study aims to compare the performance of the popular RNN-based models GRU and LSTM with the highly effective Transformer-based model Bangla-BERT designed specifically for the Bangla language in classifying both binary and multiclass user sentiments. The research objective also includes improving the accuracy of existing multiclass sentiment classification algorithms for the Bangla language using deep learning techniques.

This study contributes by the curation of a well-balanced Bangla e-commerce dataset for both Binary and Multiclass sentiment classification, which is made publicly available for further research and improvements. This paper provides a comparative performance analysis of fine-tuned Transfer learning models (GRU, LSTM) and Transformer-based method (Bangla-BERT). Finally, we present an improved accuracy of existing multiclass Bangla sentiment classification.

The paper consists of the following sections: Section 2, or the literature review section, presents a comprehensive review of existing studies on sentiment analysis in the Bangla language and e-commerce. Section 3 is divided into three parts: The dataset description, which covers data collection, labeling, preprocessing, and analysis, then the Experiment section, which includes embedding techniques, transfer learning-based models, transformer-based models, and the optimization of hyperparameters. Finally, Evaluation measures are discussed within this section as well. Section 4 presents the findings of the experiments, with separate evaluations for both multiclass and binary models. Section 5 offers insights and implications drawn from the results, as well as a discussion of comparison and limitation of used approaches. Finally, Section 6, or the Conclusion section, summarizes the study's key findings and outlines potential directions for future research in the domain of Bangla sentiment analysis for e-commerce.

II. LITERATURE REVIEW

The classification of sentiment in Bangla texts using the deep learning method has been a research priority. Deep learning approaches generally outperform conventional machine learning methods [8]. In their work, the authors present a framework for analyzing sentiments in Bangla-written texts [11]. They construct a classification model using Bangla comments. A neural network variant, Convolutional Neural Network, generates the model. The classification accuracy of the classifier model is 99.87%, which is 6.87% higher than the current state-of-the-art Bangla sentiment classifier.

Specifically, deep recurrent models are frequently used for Bangla sentiment classification tasks among the deep learning techniques [12]. The authors propose a technique based on deep learning to classify Bangla restaurant reviews [13]. They employed a dataset consisting of 8,435 reviews written in native Bangla, the majority of which were either positive or negative. They compared their method to other machine learning techniques. Their proposed LSTM model had the highest accuracy at 91.35 percent. In their study, the authors created a system to categorize online food reviews based primarily on positive and negative user sentiment labels [14]. They gathered over a thousand Bangla Food reviews from various online resources, including Foodpanda, HungryNaki, Shohoz Food, and Pathao Food. They preprocessed the data and tested machine learning techniques using Count Vectors, TF-IDF, and N-gram. Among all machine learning and deep learning techniques, LSTM, a deep learning model with word2sequence feature extraction, provided the highest accuracy at 90.89 percent. After refining a massive dataset, the authors used a set of 6,600 data for sentiment analysis in Bangla [15]. Their study's objective was to develop a sentiment classification framework to evaluate the performance of various deep learning models with various parameter calibration combinations. With an accuracy of 94%, the proposed LSTM model with advanced layers attained superior performance in resolving the sentiment polarity of the targeted entities. In their research, the authors compiled a dataset of 10,000 cricket-related comments in Bangla, categorizing them as positive, negative, or neutral [16]. Then, for the vectorization of each word, they used the word embedding method, and their proposed system using LSTM achieved an accuracy of 95% higher than the accuracy of all previous methods.
The use of Transformers models to categorize Bangla sentiments has also gained popularity among researchers. In their study, the authors employed Bangla-Bert to classify sentiment on binary classes [17]. Their approach significantly outperforms all embeddings and sentiment classification algorithms for binary classes. In their research, the authors classify Bangla fake news using Bangla-BERT, Sentiment Analysis on Bengali News Comments, and Cross-lingual Sentiment Analysis in Bengali [18]. The authors fine-tune multilingual transformer models for classification tasks on Bangla text in several areas, such as sentiment analysis, emotion detection, news categorization, and authorship attribution [19]. On six benchmark datasets, they achieve cutting-edge outcomes, outperforming the prior findings by 5-29% accuracy in various tasks. In this study, the authors employ various deep learning techniques to perform 2-class and 3-class sentiment analysis on Bangla text [20]. BERT-GRU performed the best, achieving an accuracy of 60% on their 3-class dataset and 71% on their 2-class dataset.

According to our background study, insufficient Bangla datasets with balanced annotations for E-commerce product reviews make it difficult to compare and classify binary and multiclass sentiments for business understanding and other use cases. This study aims to create a dataset of e-commerce product reviews and compare the performance of Transfer learning models and Transformer-based models in classifying user sentiment across binary and multiclass categories.

III. METHODS

Fig. 1 depicts the system architecture of our study, highlighting the various phases of our research. We initially gathered comments by creating a relevant dataset, which were then labeled for binary and multiclass classification tasks. The comments were then subjected to a phase of preprocessing to ensure data quality, providing a set of clean comments suitable for analysis with both classification approaches. Next, the dataset was divided into training, testing, and validation subsets to facilitate a reliable evaluation of models. We utilized advanced word embedding techniques to enhance the semantic representation of the comments. Then, transfer learning and transformer-based models were used to train and assess the efficacy of both classification approaches. Finally, we compared the outcomes of the various models.

A. Dataset Description

In our research, we collected 1000 pure Bangla comments from 'Daraz.' For our study, we collected data, manually annotated the dataset, preprocessed it, and then analyzed it. Each of these procedures was essential in helping us extract useful information from the dataset, thus allowing us to look more closely at how they worked.

1) Data Collection

Online purchasing in Bangladesh has increased dramatically over the past several years, leading to the explosive expansion of the country's e-commerce sector. In an ever-changing environment, a firm's ability to read and respond
to customer sentiments and views is crucial for success. In order to effectively utilize the insights provided by our customers, we undertook a tedious data-gathering approach to gather a sizable collection of Bangla reviews. Our data collection process was designed to ensure a diverse representation of product types within the dataset. Recognizing the importance of capturing a broad range of customer experiences across various product categories, we made concerted efforts to collect comments from a wide variety of product types available on the e-commerce platform.

We concentrated our data gathering efforts on 'Daraz,' a well-known e-commerce site in Bangladesh, to ensure the accuracy and clarity of the information we collected. Daraz's massive user base and wide selection of items made it a great place to get authentic, representative reviews written in Bangla. We chose this platform to record the vast spectrum of user and consumer sentiments and experiences.

Carefully, we read every single one of the thousands of customer reviews that were posted on Daraz. We took great care only to include reviews written entirely in pure Bangla since we wanted to be sure that the language used truly reflected the sentiments and experiences of those who speak Bangla as their native tongue. We conveyed the complexity and subtlety of customer comments thanks to Bangla's emphasis on purity.

We used rigorous criteria in the selection process to ensure that the reviews we collected were genuine and of high quality. The criteria were: giving extra weight to reviews that avoided spammy or repetitive language, collecting comments that expressed themselves clearly and comprehensively, and collecting comments from a wide range of product types such as fashion, electronics, household stuff, clothing, beauty products, etc. We focused our study on a high-quality dataset that accurately reflected the varied opinions and sentiments of Bangla-speaking consumers by eliminating irrelevant and low-quality reviews.

2) Data Labelling

The accurate labeling of the collected dataset is an essential stage in sentiment analysis, as it sets the groundwork for training effective machine learning models. In our study, we assigned sentiment labels to reviews based on the thoughts and sentiments conveyed in each comment. The classification process consisted of four categories: positive, very positive, negative, and very negative, capturing a wide range of user sentiments.

For binary classification, we merged the positive and very positive categories into a single label, 'Positive.' Similarly, the negative and very negative categories were merged under the label 'Negative.' This consolidation simplified the classification task and aligned with the dataset's objective of distinguishing between positive and negative sentiments.

We assigned each review's sentiment labels ourselves to ensure consistency and dependability in our labeling. We, the authors of this study, were involved in annotating the dataset. As we, the authors, are all native Bengali speakers, the contextual meaning of the comments was properly understandable to us, which made the annotation process more precise. The annotated comments were cross-checked by each author to avoid inconsistencies or errors. This process of cross-checking helps ensure the quality and accuracy of the annotations and promotes consistency among the annotators. We initially labeled the dataset according to the multiclass labeling format. As annotators, we used the below criteria for labeling each comment:

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>CRITERIA FOR LABELLING COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comment Type</td>
<td>Criteria</td>
</tr>
<tr>
<td>Positive</td>
<td>Conveys mild satisfaction, praise, and appreciation</td>
</tr>
<tr>
<td>Negative</td>
<td>Conveys mild dissatisfaction, anger, negative emotions, disappointment</td>
</tr>
<tr>
<td>Very Positive</td>
<td>Conveys a strong degree of positivity, praise, endorsement, and enthusiasm</td>
</tr>
<tr>
<td>Very Negative</td>
<td>Conveys strong degree of negativity, slang, harsh language, condemnation</td>
</tr>
</tbody>
</table>

The criteria shown in Table 1 were used by the annotators while annotating the comments. Since each of our collected comments held a distinctive tone that represented a particular sentiment, the manual labeling with a set of common criteria made the labeling more precise. This strategy allowed us to analyze the content of each comment in detail, discern the underlying sentiments, and designate labels accordingly. By manually labeling the dataset, we maintained high control and precision in capturing the reviewers' intended emotions and thoughts. The table 2 shows the labelling examples for both multiclass and binary classification process.

Fig. 2 demonstrates the distribution of the collected comments in the preceding graph. As evidenced by the data, we maintained relatively equal-sized comment categories during the data collection phase. The process involved collecting equal comments for each sentiment category, including positive, very positive, negative, and very negative. While collecting the comments, we made sure comments from all kinds of sentiments were equally taken. By ensuring a proportionate representation of sentiments, we aimed to reduce any potential bias resulting from an overabundance of one sentiment category.
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3) Data Preprocessing

The preprocessing of the collected dataset was a key step in getting the text data ready for the next step, which was the classification of sentiment. First, we had to get rid of punctuation, numbers, emoji, pictorial icons, and letters that could have added more complexity to the classification of sentiment. By getting rid of these parts that were not important, we aimed to improve the text data and focus on the most important information for research.

Initially, sentiment classification was done with separate lists of stop words. These stop-word lists consisted of commonly used words that do not convey significant sentiment or category-specific details. To ensure the effectiveness of stop-word filtering, we employed a novel approach. Instead of only using existing stop-word lists, we made our own by finding the words that were used the least in the dataset. With this method, we could include domain-specific stop words that might not be on general lists. This process made our filtering process more accurate.

After stop words were removed, the stemming technique was used to get similar words with different endings back to their basic forms. This method lowers the number of dimensions in the dataset and ensures that words with similar meanings are looked at as a single unit.

Moreover, minor reviews that did not substantially contribute to the aggregate sentiment or category classification were eliminated from the dataset. The minor reviews are those that had less than 3 words in them and provided no precise sentiment. They could also be referred to as short or inconclusive reviews. This step intended to eliminate noise and ensure that the dataset only contained reviews that provided meaningful insights and representative
expressions of sentiment. Eliminating minor reviews improved the quality and dependability of the dataset, ensuring that the subsequent analysis was centered on reviews that contained considerable data. Table 3 shows a few examples of some minor reviews. The resulting preprocessed, few examples of sentiment-classification-ready comments are displayed in Table 4.

<table>
<thead>
<tr>
<th>Original Comment</th>
<th>English Translation of Original Comment</th>
<th>Cleaned Comment</th>
<th>English Translation of Cleaned Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>এক কথা রাখা অসাধারণ একটা শাড়ি যা বলার মতো কথা সাথে কথা ১০০% ভিল আছে আপনার এই চাইলে চেষ্টা বজ্র করে বিশ্বাসের সাথে শাড়ি টা নিতে পারে ধনবাদ।</td>
<td>One word is a wonderful saree which is 100% matching with words and actions, if you want you can close your eyes and take the saree with faith. Thank you! Thank you very much!</td>
<td>এক কথা রাখা অসাধারণ একটা শাড়ি ধনবাদ সেলার</td>
<td>One word is a wonderful saree thanks Seller</td>
</tr>
<tr>
<td>কম দামে তালো একটা প্রোডাক্ট।</td>
<td>A good product at a low price.</td>
<td>কম দামে তালো একটা প্রোডাক্ট</td>
<td>A good product at a low price.</td>
</tr>
<tr>
<td>আলহামদুলালাহ নোজা কুলো পছন্দ হচ্ছে, মানে যেমন দেখে অনেকের কাছে তেমনি পেয়েছি।</td>
<td>Alhamdulillah, I like the socks. I mean, I received it as I ordered it. Thank you!</td>
<td>Alhamdulillah, I like the socks, I received them as ordered, thank you</td>
<td></td>
</tr>
<tr>
<td>যা কিছু হয়েছে।</td>
<td>It was very good according to the price, got it today.</td>
<td>যা কিছু হয়েছে।</td>
<td>It was very good according to the price, I received it today, thanks to the seller</td>
</tr>
<tr>
<td>তমিন হােত।</td>
<td>Thank you seller.</td>
<td>তমিন হােত।</td>
<td>Thank you seller.</td>
</tr>
</tbody>
</table>

4) Data Analysis

In this section, we delve into the analysis of the preprocessed data to gain valuable insights into customer sentiments and preferences. We examine various aspects of the dataset, including sentiment distribution, comment lengths, and lexical diversity.

![Data statistics for multiclass comments](image1)
![Data statistics for binary class comments](image2)

In Fig. 3 the data statistics for both multiclass and binary class comments are visualized. Here, the total number of comments is represented by ‘Total Documents’. The total number of words in each sentiment class is represented by ‘Total Words’, and the total number of unique words is represented by ‘Unique Words’. Unique words mean the number count of distinct words from the total words of each sentiment class.

It is observed in Fig. 3 that the total word count is higher for the very negative and very positive classes in the multiclass sentiment classification. In contrast, the negative and positive classes exhibit lower counts. In the binary classification, the total word count for both classes are comparable.
Another significant observation is that the number of unique words is lower than the total word count in each class for both classifications. This reduced lexical diversity can be beneficial when dealing with misspelled or inappropriate words present in the corpus. Fewer unique words make it easier for models to handle such variations in the text and contribute to more efficient computation and memory utilization by reducing the dimensionality of the vector space representation. However, it is worth noting that the very positive and positive classes have fewer unique words than the very negative and negative classes. This limited lexical diversity may introduce ambiguity, particularly if multiple words are assigned to the same vector representation.

The analysis of the comment lengths relative to the number of comments, as illustrated in Fig. 4, reveals an interesting distribution pattern. The majority of the comments fall within the range of two to nine words in length. However, there needs to be more lengthy comments in the dataset because lengthier comments would have added more word variation to the dataset and lessened the number of minor comments after preprocessing.

In summary, the data analysis after preprocessing demonstrates that the preprocessed dataset primarily consists of comments with shorter lengths, ranging from two to nine words. The presence of significantly fewer lengthy comments suggests a tendency for concise expressions among users. Though general and domain-specific stop-word removal made most comments shorter in length, they conveyed the clear sentiment of the reviewer.

B. Experiment

This experiment's primary objective is to compare the performance of Transfer Learning-based and Transformer-based models for classifying binary and multiclass sentiment in Bangla using fine-tuning. We conducted experiments using Google Collaboratory, which is extensively used for developing deep learning applications. We used TensorFlow == 2.12.0, Keras == 2.12.0, and Transformers == 4.30.2 in order to develop our deep-learning models. After preprocessing the dataset and removing small reviews, the final dataset contains a total of 979 cleaned reviews. We split the preprocessed dataset into training, test, and validation datasets. The training set should be the largest split as it is used to actually train the models. A bigger training set allows the models to learn more robustly and generalize better. 72% (704 reviews) for training ensures sufficient data for this purpose. The validation set is used during training to tune hyperparameters and evaluate model performance on data not seen during training. The validation set contains 18% (177 reviews), which is a reasonable size - large enough to get a good estimate of model generalization but not so large it significantly reduces the training data. The test set is used only for the final evaluation of the fully trained model. It should be a representation of real-world unseen data. The test set contains 10% (98 reviews) of total reviews. 10% is a commonly used ratio for testing in machine learning or deep learning. Using an approximate of 70/20/10 ratio is a commonly accepted rule of thumb for splitting datasets into train/validation/test. So, the percentages are aligned with standard practices.

1) Embedding

Word embedding is a metric for language modeling and feature learning in neural networks that converts textual words into dense, low-dimensional vectors. The Word2vec embedding approach is used to extract the feature. Word2Vec has achieved considerable success in sentiment analysis in several languages, including Bengali [21, 22]

2) Transfer learning Models

In our study, we use RNN-based Transfer learning models GRU and LSTM. A form of recurrent neural network (RNN) layer called the GRU (Gated Recurrent Unit) layer is ideally suited for processing sequential input, such as text data [23, 24]. Long-term dependencies in sequential data are captured by the LSTM (Long Short-Term Memory)
layer, a form of recurrent neural network (RNN) layer that is created to address the vanishing gradient problem [25, 26].

Each word in the input set is first mapped to a dense vector representation in the model's first embedding layer. The vocabulary words’ low-dimensional representations (embeddings) are learned and assigned at this layer. Next comes the Bidirectional GRU Layer for GRU and the Bidirectional LSTM layer for the LSTM approach. The model may consider the context of both the words that come before and after the input sequence because of the bidirectional GRU layer [27, 28]. The bidirectional long short-term memory (LSTM) layer is a recurrent layer that employs three separate gates (input gate, forget gate, and output gate) to record long-term associations and retain information in a memory cell [16, 29]. The output of the GRU and LSTM layers is subjected to an application of a dense layer with 24 units and the ReLU activation function. This layer receives the output from the GRU and LSTM layers and extracts additional features and non-linear transformations. The output from the previous dense layer must be flattened since the following dense layer requires a one-dimensional tensor. The last dense layer uses a softmax activation function with two units for binary and four for multiclass, depending on the number of emotion categories. Constructing a probability distribution across the categories calculates the probability of each sentiment category for a given input. The multiclass capable loss function of sparse categorical cross-entropy was used to create this model. The Adam optimizer is used in gradient descent.

3) Transformer-based Model

We employed the Bangla-BERT transformer-based model, which was pre-trained with 2.18 billion tokens [18, 30] because of BERT’s recent success in various NLP tasks [31, 32].

A language model for the Bangla language called Bangla-BERT (Bidirectional Encoder Representations from Transformers) is based on the Transformer architecture [17]. The Bangla-BERT model’s design is similar to the original BERT model; however, Bangla-BERT was trained on a sizable corpus of Bangla text to capture language-specific patterns and semantic representations. In order to handle words that are not recognized and gather details at a subword level, Bangla text is broken down into WordPieces, which are smaller units of words. The Transformer layers, or several self-attention and feed-forward neural networks, comprise the model. Each layer engages in self-attention, which enables the model to focus on different elements of the input sequence and recognize contextual relationships between words. The model can evaluate the relative weights of various words in the input sequence, capturing both local and global dependencies, thanks to the self-attention mechanism within each Transformer layer. The input embeddings are subjected to positional encoding to convey the positioning information of the words in the sequence and help the model comprehend the sequential order of the words.

4) Hyperparameters

Hyperparameters are beneficial for determining any model’s network architecture and key characteristics, including the number of layers and nodes. It is also crucial for network training and how it is trained based on learning rates, batch size, and dropout rates [33]. The hyperparameter settings for the proposed study are displayed in Table 5. The entire hyperparameter space was explored to determine the optimal value of each hyperparameter. As demonstrated in Table 5, these models for our proposed study are trained with optimal hyperparameter values.

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Hyperparameter Space</th>
<th>Optimal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>16,32,64,128</td>
<td>64</td>
</tr>
<tr>
<td>Embedding Dimension</td>
<td>8,16,32,64,128,256</td>
<td>128</td>
</tr>
<tr>
<td>Dropout Rate</td>
<td>0.1,0.15,0.2,0.25,0.3,0.35,0.40,0.45,0.5</td>
<td>0.30</td>
</tr>
<tr>
<td>Optimizer</td>
<td>SGD, Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.6,0.3,0.1,0.01,0.001,0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>Epochs</td>
<td>10,15,20,25,30</td>
<td>10</td>
</tr>
</tbody>
</table>

C. Evaluation Measures

Deep learning model performance is measured using evaluation metrics. We evaluated the models based on their accuracy, precision, recall, and F1 score.

Accuracy [34] is a performance metric that evaluates how well a machine learning model performs. Which is defined as:

\[
\text{Accuracy} = \frac{\text{Number of correct predictions}}{\text{Total number of predictions}}
\]  (1)
Precision [34] quantifies the ratio of true positives (accurately predicted positive occurrences) to the total number of cases that fell into the positive category. Which is defined as:

\[
\text{Precision} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}} \tag{2}
\]

Recall [34] calculates how many positive actual depictions, according to our criteria, are marked as positive (true positive). Which is defined as:

\[
\text{Recall} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}} \tag{3}
\]

The harmonic mean of accuracy and recall, or F1-Score [34], is widely used as a single statistic to evaluate a model’s efficacy. The F1-score is defined as:

\[
\text{F1-Score} = \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}} \tag{4}
\]

IV. RESULTS

A. Model Evaluations for Multiclass Classification

The result comparison of various deep learning approaches with different evaluation metrics of Multiclass sentiment classification is shown in Table 6.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU</td>
<td>84.7</td>
<td>87.6</td>
<td>84.8</td>
<td>86.1</td>
</tr>
<tr>
<td>LSTM</td>
<td>85.0</td>
<td>82.0</td>
<td>83.7</td>
<td>85.5</td>
</tr>
<tr>
<td>Bangla-BERT</td>
<td>88.78</td>
<td>88.78</td>
<td>88.68</td>
<td>89.77</td>
</tr>
</tbody>
</table>

In terms of multiclass sentiment classification, Bangla-BERT outperformed the other models, as shown in Table 6 and Fig. 5. The accuracy of 88.78% demonstrated that the classification of sentiment categories was accurate. Additionally, Bangla-BERT’s accuracy of 88.78% demonstrated its ability to classify instances accurately as having the desired sentiment.

Moreover, Bangla-BERT’s recall rate of 88.68% indicates that it effectively identifies instances belonging to each sentiment category (positive, negative, very positive, and very negative). The F1-score of 89.77% attained by Bangla-BERT demonstrates its superior performance in balancing precision and recall. While the Bangla-BERT model achieved an accuracy of 88.78%, the LSTM and GRU models only achieved an accuracy of 85% and 84.7%, respectively, with inferior precision, recall, and F1-score.
Results indicate that when accuracy, precision, recall, and F1-score are compared, Bangla-BERT outperforms GRU and LSTM models. Bangla-BERT has proved to be the most effective model for sentiment classification across multiple classes for our dataset.

![Training and Validation Accuracy Curve for Bangla-BERT (Multiclass)](image)

Fig. 6 Training and Validation Accuracy Curve for Bangla-BERT (Multiclass)

Fig. 6 depicts the accuracy of training and validation across various epochs. The number of epochs is displayed on the x-axis, while the accuracy is displayed on the y-axis.

The training accuracy line begins at a lower number and progressively increases with each epoch as the model learns and becomes better at its task. As epochs progress, the training accuracy line gradually approaches 1.0. This trend demonstrates that the model becomes proficient at predicting the correct labels for training data.

On the other hand, the validation accuracy line begins at a lower number, which is typically lower than the training accuracy, because it measures how well the model performs on validation data that it has never seen before. Initially, the accuracy of the validation improves at the same rate as the accuracy of the training, but it gradually increases. The validation accuracy line peaks near 0.90, and this result indicates that the model is accurate in predicting sentiment classes.

### B. Model Evaluations for Binary Classification

The result comparison of various deep learning approaches with different evaluation metrics of Binary sentiment classification is shown in Table 7.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU</td>
<td>90.97</td>
<td>91.06</td>
<td>91.10</td>
<td>90.97</td>
</tr>
<tr>
<td>LSTM</td>
<td>91.67</td>
<td>92.01</td>
<td>91.88</td>
<td>91.67</td>
</tr>
<tr>
<td>Bangla-BERT</td>
<td>94.5</td>
<td>94.42</td>
<td>94.49</td>
<td>94.44</td>
</tr>
</tbody>
</table>
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Fig. 7 Performance Comparison of deep learning approaches for Binary classification
Based on the information in the Table 7 and the Fig. 7, Bangla-BERT has the highest overall performance. It exhibits 94.5 percent accuracy, 94.4 percent precision, 94.4 percent recall, and 94.4 percent F1 score. This result indicates that it excels at accurately identifying and categorizing Binary sentiments in our data set.

GRU and LSTM also demonstrate excellent performance but lag slightly behind Bangla-BERT. LSTM performs admirably with 91.67% accuracy, 92.01% precision, 91.88% recall, and 91.67% F1-score. F1-score, precision, accuracy, and recall all add up to 90.97 percent for GRU.

As the results demonstrate, Bangla-BERT performs better than GRU and LSTM at accurately categorizing emotions. Bangla-BERT provides superior sentiment categorization in terms of accuracy, precision, recall, and F1 score owing to its superior capacity to comprehend intricate patterns and dependencies within Bangla text.

Fig. 8 Training and Validation Accuracy Curve for Bangla-BERT (Binary class)

Fig. 8 illustrates training and validation accuracy across multiple epochs for sentiment classification of binary classes using Bangla-BERT. As epochs progress, training accuracy increases in an ascending pattern. Furthermore, it achieves its highest point near 1. This trend demonstrates that the model performs exceptionally well at accurately predicting labels for training data.

The validation accuracy, on the other hand, begins at a lower level and then increases over time. The validation accuracy curve ends close to 0.95, demonstrating that the model can accurately predict unseen labels.

V. DISCUSSION

A. Insights and Implications
The acquired results provide valuable insights into sentiment classification in the context of the e-commerce industry and the Bangla language. The superiority of Bangla-BERT in both multiclass and binary sentiment classification highlights its effectiveness in accurately categorizing sentiments and capturing intricate patterns in Bangla text. The high accuracy, recall, precision, and F1-score attained by Bangla-BERT emphasize its ability to understand and interpret sentiment expressions across different categories. These findings underline the importance of leveraging advanced transformer-based models for sentiment analysis tasks, enabling businesses to understand customer sentiments comprehensively, enhance product review analysis and make informed decisions to improve customer experiences in the dynamic e-commerce landscape.

Compared to the few studies conducted on multiclass sentiment analysis in Bangla using deep learning, the efficacy of our proposed approach with Bangla-BERT is significantly improved. In our dataset, Bangla-BERT classified multiclass sentiments with 88.78% accuracy, which is higher than previously proposed deep learning methods [15,35,36].

Our findings revealed substantial improvements in categorizing sentiments into two categories. By applying transfer learning and transformers methods on our dataset, we compare the categorization accuracy of Bangla text as positive or negative. Bangla-BERT was the most accurate method for classifying binary sentiment in Bangla texts, with an accuracy of 94.5%.

B. Comparison and Limitations
There are some noteworthy advantages of Bangla-BERT and some drawbacks of RNN-based sequential models for the task of classifying sentiments expressed in the Bangla language. Firstly, GRU and LSTM are recurrent neural network architectures that process sequence data sequentially. This limits their ability to model long-range
dependencies in long text sequences compared to BERT's transformer architecture. RNN-based models like GRU and LSTM can suffer from vanishing gradient problems during training, which can degrade performance. In contrast, BERT uses attention, which alleviates this issue. Self-attention in BERT allows explicitly modeling relationships between non-consecutive words. RNNs implicitly simulate such relationships through their hidden state. Bangla-BERT is pre-trained on a large Bangla corpus, allowing it to have better Bangla language understanding. However, GRU and LSTM lack this pre-trained initialization. BERT tokenizes text into WordPieces, which can better handle misspellings or unseen words compared to word-level tokenization used in GRU or LSTM. Overall, BERT's transformer architecture, pre-training, WordPiece tokenization, bidirectional encoding, and higher parameter capacity allow it to learn better representations of text for sentiment analysis. The limitations of RNN sequentiality, lack of pre-training, word-level tokenization, and smaller size likely contributed to lower performance compared to BERT. The results validate Bangla-BERT's superiority for the Bangla sentiment analysis task over to GRU and LSTM.

VI. CONCLUSION

This study makes significant contributions to Bangla sentiment analysis in the e-commerce domain. In response to the insufficiency of labeled data in the Bangla language, we have compiled a well-balanced dataset for Bangla e-commerce sentiment analysis using the "Daraz" platform. Our experiments contrasted transfer learning (LSTM, GRU) and transformer-based (Bangla-BERT) sentiment classification approaches. Our results demonstrate that Bangla-BERT performs superiorly in binary and multiclass sentiment classification. With an accuracy of 94.50% for binary classification and 88.78% for multiclass sentiment classification, Bangla-BERT has demonstrated its ability to classify sentiments accurately and capture the nuances of Bangla text.

Regarding future works, there are numerous avenues to investigate. The expansion of the dataset can improve the efficacy and generalizability of sentiment analysis models. In addition, investigating additional transformer-based models and fine-tuning techniques may yield even better outcomes. Exploring ensemble techniques that incorporate multiple models could also be advantageous for enhancing sentiment classification accuracy. In addition, investigating sentiment analysis in other domains and integrating domain-specific knowledge could yield valuable insights for specialized applications.

This study establishes the groundwork for advanced sentiment analysis in Bangla for the e-commerce industry. This research's findings can aid businesses in comprehending and capitalizing on customer sentiments to improve their products, services, and overall customer experiences.
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