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Abstract  
 
Background: Understanding human language is a part of the research in Natural Language Processing (NLP) known as Natural 
Language Understanding (NLU). It becomes a crucial part of some NLP applications such as chatbots, that interpret the user 
intent and important entities. NLU systems depend on intent classification and named entity recognition (NER) which is crucial 
for understanding the user input to extract meaningful information. Not only important in chatbots, NLU also provides a pivotal 
function in other applications for efficient and precise text understanding. 
Objective: The aim of this study is to introduce multitask learning techniques to improve the application's performance on NLU 
tasks, especially intent classification and NER in specific domains. 
Methods: To achieve the language understanding capability, a strategy is to combine the intent classification and entity 
recognition tasks by using a shared model based on the shared representation and task dependencies. This approach is known as 
multitask learning and leverages the collaborative interaction between these related tasks to enhance performance. The proposed 
learning architecture is designed to be adaptable to various NLU-based applications, but in this work are discussed use cases in 
chatbots. 
Results: The results show the effectiveness of the proposed approach by following several experiments, both from intent 
classification and named entity recognitions. The multitask learning capabilities highlight the potential of multi-task learning in 
chatbot systems for close domains. The optimal hyperparameters consist of a warm-up step of 60, an early stopping probability 
of 10, a weight decay of 0.001, a Named Entity Recognition (NER) loss weight of 0.58, and an intention classification loss 
weight of 0.4. 
Conclusion: The performance of Dual Intent and Entity Transformer (DIET) for both tasks—intent classification and named 
entity recognition—is highly dependent on the data. This leads to various capabilities for the hyperparameter combinations. Our 
proposed model architecture significantly outperforms previous studies based on common evaluation metrics. 
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I. INTRODUCTION  

Intelligence systems on human language applications rely on Natural Language Understanding (NLU) to enable 
machines to understand context and information about human intention. NLU is important for various applications, 
including information retrieval systems, customer service automation, and virtual assistants, popularly known as 
chatbots. Chatbot systems are an example of use cases for NLU where accurate intent classification and named entity 
recognition (NER) are crucial for understanding user prompts and delivering relevant responses. 

Significant development on close domain chatbots (CDC) has been proven by the emergence of various applications 
in several domains, such as customer support [1][2][3], healthcare [4][5][6], education [7][8][9], and finance 
[10][11][12], where domain specific conversation assistance is needed. CDC is a sub-system of conversational agents 
that operate with a specific domain or topic. Different from open domain chatbots, which aim to respond to questions 
in general topics or wide range topics, CDC has limited capability for understanding the language subject. The open 
domain chatbot utilizes extensive language models trained on large scale datasets, enabling them to understand various 
unspecified user topic input. There are three main components in building chatbot systems, i.e., natural language 
understanding (interpreter), dialog management, and natural language generation (response generator) [13][14]. NLU 
consists of several processes to interpret the meanings and context for user input [15]. Two main processes in NLU 
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include intent classification and NER. Perfect intent classification and entity recognition are important components of 
chatbots, enabling them to understand user context and extract relevant information. This research focuses on 
improving these mechanisms by leveraging a multitask learning approach, specifically targeting the tasks of intent 
classification and NER within a domain-specific context. The main objective of this study is to enhance the NLU 
capabilities of the chatbot system, which are fundamental to interpreting the user prompt or inputs that will guide 
appropriate responses. By incorporating these two tasks, i.e., intent classification and NER within a multitask learning 
architecture, this study aims to develop a model that not only improves the metrics but also outperforms to understand 
the context. 

Both intent classification and NER are important in understanding user queries and extracting relevant information 
from human language. Intent classification [16] attempts to classify the category of the utterance of human language 
into set of predefined user intentions. While named entity recognition (NER) [17] has the objective to detect the named 
entity and determine the entity into predefined categories, e.g., person name, location name, and organization name. 
This study explores the use of multi-task learning strategy, i.e., combining intent classification and NER to improve 
the performance in a close domain chatbot. The objectives and significance of the study are outlined, setting the 
context for the subsequent sections. 

According to a survey on chatbot evaluation [18], readability, relevance, consistency, informativeness, and 
naturalness are the five standard criteria for a chatbot system. In order to reach those criteria, especially for relevance, 
the chatbot needs to be good at connecting responses to context, particularly when it comes to topic connection. That 
is why interpretation must be done well at the early stage by doing named entity recognition and intent classification. 

Multi-task Learning (MTL) [19] improves generalization by utilizing domain-specific information within the 
training signals of every related task within an architecture. Each task is trained in parallel using a shared 
representation of the data. The rise of generalization performance by practicing MTL has been proven for various 
models such as Unified Transformer (UniT) [20], backprop nets [21], and deep neural networks [22], [23]. This further 
encourages the idea that MTL has the potential to have a significant utility role in machine learning. 

A decent amount of research has attempted to do Intent Classification and Named Entity Recognition as separate 
tasks. Deep learning methods have gained a lot of traction in those two fields [24]. LSTM [25], BiLSTM [26], and 
CNN [27] have been widely used to solve intent classification tasks with good results. A problem arises when an intent 
is quite dependent on the entity. Since these two tasks are not inherently independent [28], the model might misclassify 
the intent of a query because of a particular entity.  

As one of the main tasks in Natural Language Processing (NLP), numerous studies have been conducted on NER 
in chatbot architectures using various methods ranging from SpaCy's entity recognizer [29], RNN [30], RASA 
NLU[30], to fine-tuning BERT [31]. These methods compute probabilities between each feature, thus performing 
better than models like Naive Bayes [32] which compute the probability of each feature independently. NER as a task 
faces several challenges such as consistency of data annotations, detecting synonyms, understanding informal text and 
unfamiliar entities [33]. 

Performing two different but related tasks separately, i.e., named entity recognition and intent classification for 
understanding the natural language in chatbot, will lead to a problem in the numerical representation of each learning 
model. Using the same dataset and a similar model for two tasks resulted in different representations in the 
featurization stage that affected the model generalization capability. In order to address this issue, a potential approach 
involves the integration of intent classification and named entity recognition (NER) through the utilization of a multi-
task learning framework. In this mechanism, the training procedures allow two or more models to perform in parallel 
[19]. An instance of the utilization of the multi-task learning concept in chatbot development is the Dual Intent and 
Entity Transformer (DIET) model [34].  

DIET is a multi-task transformer architecture that can handle intention classification and NER simultaneously. In 
contrast to other model language architectures, DIET demonstrates a modular architecture that offers enhanced 
flexibility and fast training capabilities. However, this research does not discuss the generalizability to different 
domains or languages, limiting its applicability in real-world conversational AI applications. The investigation of 
different configurations, including hyperparameter tuning and sequence analysis model architecture, remains 
unexplored for optimization and improvement. The absence of such explorations signifies a possible untapped 
potential for enhancing the performance of the models. 

To deal with the drawbacks mentioned above, we formulate a learning strategy in multi-task learning, i.e., NER 
and intent classification that deal with non-English close domain chatbot and combine the two aspects of the human 
conversation as presented in Fig. 1. Hence, this study presents a comprehensive model that specifically targets the 
comprehension of natural language in a particular domain. A transfer learning strategy leverages knowledge from a 
vast linguistic corpus included in this research.  
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The primary contribution of this study involves the development of a novel architecture as presented in Fig. 2 that 
is designed to address the challenge of understanding human language input, specifically in the context of natural 
language understanding. The issue at hand pertains to the Indonesian Language, which falls under the category of low-
resource languages. Consequently, the close domain chatbot must devise strategies to address this challenge. The 
originality of this research derives from its incorporation of multitasking learning and the utilization of a pre-trained 
language model simultaneously. This approach enables the development of a contextualized close domain chatbot 
within the constraints of limited language resources. Language user input will be transformed into word embedding 
representation using transformers architecture. Next, a series of entity labels are predicted through the Conditional 
Random Field (CRF) marker layer. The resulting tokenization and NER transformers are then embedded into a single 
semantic vector space to perform intent classification. Detailed steps will be explained in the Method section. 

This study's primary contributions are described in the three-fold. First, we introduce an end-to-end architecture of 
multi-task learning strategy for combining the named entity recognition (NER) and intent classification task for close 
domain chatbot. Secondly, the utilization of a transfer learning technique involves the extraction and utilization of 
knowledge from an extensive linguistic corpus that has been incorporated within the scope of this research. Finally, 
this study provides a series of comprehensive experiments that have been investigated to validate the higher accuracy 
of the suggested model. 

The present study is structured in the following manner. Section 2 encompassed a comprehensive examination of 
prior research on natural language comprehension in chatbots, multi-task learning, and transfer learning strategy in 
language model. Section 3 introduces the proposed model, with a thorough explanation of the constituents for each 
function. Section 4 presents a comprehensive elucidation of the conducted experiment. The findings of the experiment 
are presented in Section 5. Section 6 offers a comprehensive analysis of the results. Section 7 provides a thorough 
examination and elucidation of the summaries while also identifying possibilities for future research. 

II. LITERATURE  REVIEW  

A. Chatbot’s Natural Language Understanding (NLU) 

 

 
Fig. 1 An explanation of the functioning of chatbots and the overall procedure of language comprehension in  

a chatbot designed for a certain topic. 

 
The message interpreter represents a vital component inside the foundational framework of a chatbot. The primary 

objective of an interpreter is to comprehend the underlying purpose of an incoming communication through the 
conversion of a natural human language into data that can be processed by a machine. The message interpreter is 
comprised of three key components, namely intent detection, domain identification, and entity extraction. The 
identification of domains is crucial when developing a chatbot that is not limited to a certain domain, such as an open 
domain chatbot. This study aims to develop a specialized chatbot designed for implementation within an academic 
enterprise. The Erasmus AI-chatbot [35] is an illustration of a chatbot system specifically developed to aid educational 
institutions through the utilization of university websites and curated scholarly articles. The intent extraction in the 
NEU-chatbot [36] is conducted using the supervised embeddings pipeline. Subsequently, the system proceeds to 
assign predefined intents to the incoming user messages. In the field of intent classification, researchers have utilized 
the pre-trained BERT model [37]. However, the NEU-chatbot system also integrates a pre-trained Dual Intent and 
Entity Transformer (DIET) [34], that alternative provides a more efficient and resource-efficient option compared to 
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BERT. The proposed approach in DIET attempts to incorporate intent classification and NER using multi-task learning 
within a close domain chatbot. In addition, this study involves the transfer learning strategy to extract and leverage 
knowledge from a larger model. 

B. Multi-task Learning  

Multi-task learning is a conceptual approach in machine learning that utilizes the collective knowledge from 
multiple training domains that the model interconnects with the objective to improve the overall performance of the 
model. An instance of the training combination of each model inside the architecture of this mechanism is conducted 
in [38]. It aims to enhance the efficiency and mitigate the issue of the overfitting inside the model. In machine learning, 
the overfitting problem refers to the failure of a model to consider all potential outcomes due to the complex models. 
A survey in [39] provides an overview of recent advancements in multi-task learning techniques within the field of 
Natural Language Processing (NLP). The aim of this review is to categorize these techniques into two main approaches 
depending on the degree of task relatedness: (i) joint training and (ii) multi-step training. The study presented a novel 
approach that extended upon the Model-Agnostic Meta-Learning (MAML) framework in the context of personalized 
dialogue learning [40]. This paper proposes a framework combining reinforcement learning and prompt-based 
learning to steer dialogue generation without accessing model parameters. The techniques encompass the extension 
of Model-Agnostic Meta-Learning (MAML) to facilitate tailored conversation learning, the utilization of MTL for 
conversation State Tracking, the integration of structure learning into chatbot systems, and the application of MTL to 
expedite convergence speed and improve the generalizability of the generator model on previously encountered tasks. 
Involving the external information, i.e., additional prompt, still lacks scalability; thus, our proposed architecture will 
use transfer learning in the language model. 

C. Transfer Learning for Language Model  

Transfer learning in the field of natural language processing (NLP) involves the utilization of existent models to 
improve performance in languages that have limited resources, as well as the adjustment of these models for different 
domains. [41]. Pretrained transformer models, such as BERT and GPT, provide notable benefits in natural language 
processing (NLP) models by facilitating the transfer of knowledge to downstream tasks and effectively mitigating the 
difficulties associated with training a model from its initial state. Research in [42] shows that transfer learning 
leverages in retrieval-based open-domain dialogue systems is used to re-rank retrieved responses by re-ranking 
retrieved responses on a large dataset from a different domain. The limitation of this research is dependent on the 
availability of the context provided. A study in [43]  introduces a transfer learning method to improve the performance 
of goal-oriented chatbots in low data regimes. The transfer learning-based approach is proposed to mitigate the effects 
of low in-domain data availability, which improves the bot's success rate by 20% in relative terms for distant domains 
and more than double it for close domains, compared to the model without transfer learning. There are two main 
limitations in the prior work by [43], i.e., low availability of in-domain training data and slow training process without 
transfer learning. Thus, to address the limitations of the previous research, we propose to leverage the transfer learning 
approach, especially the use of the pre-trained model in multi-task learning. 

III. METHODS 

The proposed architecture is presented in Fig. 2. It presents the combining IndoBERT with additional layers for 
multitask learning, targeting both intent classification and named entity recognition (NER). The IndoBERT 
Embedding Layer serves to convert tokenized input text into embeddings, capturing contextual information. The 
Transformer Layers further refine these embeddings to enhance the understanding of the input text. The NER 
component utilizes a conditional random field (CRF) layer to identify and label the named entities within the human 
language input. Concurrently, the intent classification component employs the [CLS] token's embedding, passed 
through a dense layer to determine the user's intent. In multitask learning, shared dense layer support both NER and 
intent classification and combined losses to guide the model's optimization during training. Each task has a specific 
role in enhancing the NLU aspect by handling both tasks. 

A. Dataset 

The modeling process in this study utilizes a secondary dataset containing a compilation of frequently asked 
questions (FAQ) acquired from the internal data of the Information and Communication Directorate of Universitas 
Brawijaya (DTI UB). The proposed model uses the vocabulary list in the tokenization and featurization based on the 
IndoBERT module. Data preparation using the list of frequently asked questions dataset at the TIK UB Helpdesk 
includes several stages. The dataset was obtained from the Brawijaya University ICT Helpdesk online ticketing system 
application database. The context of the data used is a collection of questions that are often asked by the academic 
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community of Universitas Brawijaya who need help regarding IT services at Universitas Brawijaya. This text data is 
presented in Bahasa Indonesia. The dataset was then reviewed to select queries that could be used in the construction 
of chatbot according to the intentions used, such as asking about how to create a Brawijaya University email. 
 

 
Fig. 2 The present work presents an explanation of the operational mechanisms of chatbots and the general procedure of language comprehension 

within a domain-specific chatbot. 

 
The total record number observed from the database is 91977 conversations from March 2020 to December 2022. 

The column from the table is id, title, body, pid, ip_address, thread_id, recipients, staff_id, 
extra, user_id, format, type, editor_type, flags, poster, editor, created, and updated. 
The data was then analyzed according to the needs of this research. Based on the results of data analysis, especially 
on the contents of the BODY column which contains text from users, 7 intentions were determined which were used 
as the target class in this study. For each intention, about 100 data were taken that fell into that intention category.  

To validate that the data taken falls into the category, we apply the following procedure. First, we determine the 
number of datasets we will take for each intention category. Then, we curate randomly and fill in the desired data 
number. Finally, we engage domain experts to review the curated data. The domain experts involved in this process 
include the person in charge as helpdesk assistant who replies to incoming questions, the moderator who acts as the 
manager in the organization, and the operational manager of the public relations officer in the Brawijaya University 
ICT Directorate. Specifically, four experts participated in the review: two helpdesk assistants, one moderator, and one 
operational manager. The helpdesk assistants have extensive experience in addressing and classifying incoming 
queries, while the moderator oversees the entire process to ensure consistency and accuracy. The operational manager 
provides strategic oversight and ensures alignment with organizational goals. The experts reviewed the questions, 
classified them, and provided answers to ensure the data's relevance and correctness. 

 The dataset used in this study consists of 19 columns in total. These columns include pid, thread_id, staff_id, 
user_id, type, flags, poster, editor, editor_type, source, title, body, format, ip_address, extra, 

recipients, created, and updated. However, for the purposes of this research, we focused exclusively on the 
body column. The body column contains the main content of the messages, which is crucial for the tasks of intent 
classification and named entity recognition. The following is the list of intentions used in this research is presented in 
the Table 1. 

The predefined entities or categories for the NER task as the label for the user queries, including prefixes such as 
B- (begin) and I- (inside) to indicate the position of the entity within a text segment. The labels representing structured 
information from unstructured text are important for the chatbot's ability to understand the intention from the human 
language. The list of the NER is as follows, B-person, I-person, B-organization, I-organization, B-apps, I-apps, and O 
(other). An example for the labeled sentence “Pengajuan Email Lembaga Tim Kepenasihatan Akademik S1 

Kedokteran” are labeled “Email: B-apps, Lembaga: B-organization, Tim: I-organization, Kepenasihatan: 
I-organization, Akademik: I-organization, S1: I-organization, Kedokteran: I-organization”.  
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TABLE 1 

INTENT CLASS DESCRIPTION 
Intent Label Description Num. of 

Instance 
Training 

set 
Validation 

Set 
Gagal_login The message sender failed to log into an application or 

domain. 
100 70 30 

Masalah_vpn The sender of the message has a VPN-related 
problem. 

80 56 24 

Mengajukan_email The sender of the message intends to apply for a new 
email address 

90 63 27 

Nilai_IT_tidak keluar The sender of the message questions the value of IT 
certification results that have not been listed in student 
portal. 

120 84 36 

Permintaan_lisensi_office Message sender requests Microsoft Office 365 access 110 77 33 
Pengajuan_webhosting Message sender requests webhosting 95 66 29 
Ucapan_terimakasih The sender of the message only expressed their 

gratitude 
130 91 39 

Total 725 507 218 

 
The data labeling process was performed automatically using a Python script that takes a conversation document 

and a list of entities as input. Words within the document that represent entities are labeled according to the IOB 
(Inside, Outside, Beginning) format. If a word is the first part of an entity, it is tagged with B (Begin), followed by the 
corresponding entity category. Subsequent words that are part of the same entity are tagged with I (Inside) and the 
entity category. The summarize of the number of instances for the 7 NER labels is presented in Table 2. 

 
TABLE 2 

NUMBER OF INSTANCE FOR EACH NER LABEL 

NER Label Num. of Instance 
O (other) 89250 
B-aplikasi 2823 
I-aplikasi 1198 
B-orang 1096 
I-orang 1679 
B-orang 1009 
I-organisasi 1959 

 
1) Labels Used.  
The dataset was labeled with specific intent categories that represent the primary goals or actions of the users' 

queries. Gagal_login (login failure), Masalah_vpn (VPN issues), Mengajukan_email (email application), 
Nilai_IT_tidak_keluar (IT certification issues), Permintaan_lisensi_office (Microsoft Office 
license requests), Pengajuan_webhosting (web hosting requests), and Ucapan_terimakasih (expressions 
of gratitude) are the intention labels. These labels are the common types of incoming inquiries received by the 
helpdesk. Once the helpdesk obtained sets of user inquiries, it assigned a category based on their content and 
performed classification and following process by chatbot.  

2) Named Entity Labels 
 We annotate the dataset with named entity labels to distinguish the entities mentioned in the text input. The labels 

used include B-person (beginning of a person’s name), I-person (inside a person’s name), B-organization (beginning 
of an organization’s name), I-organization (inside an organization’s name), B-apps (beginning of an application 
name), I-apps (inside an application name), and O (other, indicating non-entity text). These labels follow the IOB 
(Inside, Outside, Beginning) format, which is a convention in named entity recognition tasks to indicate the boundaries 
and positions of entities within a text segment. 

3) Annotation Team  
The labeling process was performed by four people who have expertise in this domain. Two helpdesk assistants 

had experience in handling and categorizing the user queries based on the problem or inquiry. They have insight to 
solve common issues and identify the intent communicated by users. One moderator: this person ensures that the 
labeling is consistent across different annotators and gives guidance on resolving any problem. One operational 
manager: this individual from the ICT Directorate ensures that the labeling matches with the operational needs and 
the aims of the organization.    
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4) Inter-Annotator Agreement  
The Inter-Annotator agreement was estimated using Cohen’s kappa coefficient to ensure the reliability and 

consistency of the labeling process. It evaluates the level of agreement between two or more annotators. After an 
initial round of labeling on a sample of the dataset, the kappa coefficient was calculated 0.85, which indicates a high 
level of agreement among the annotators. A kappa score between 0.81 and 1.00 is generally considered as almost 
perfect agreement. 

B. Embedding Representation and Transfer Learning 

Our methodology employs multi-task learning, which involves the transformation of two data structures. Initially, 
the raw text will be tokenized and subsequently converted into numerical vectors, commonly known as word 
embeddings. To establish the contextual meaning of the sentence, the encoding procedure employs two levels of 
transformers that utilize weights from all layers. The proposed method adds a training objective to predict randomly 
masked input tokens. This masking process is added as a regulator and helps the model to learn general features of the 
text without discriminating specific features for classification.  

We specifically utilize transfer learning by employing the Bidirectional Encoder Representations from 
Transformers (BERT) [37] model, which is a pre-trained model that uses transformers and is used in natural language 
processing models. The BERT architecture consists of multiple layers of transformers that utilize attention 
mechanisms to infer dependencies between words. During the pre-train phase, BERT captures context information in 
both directions by training the model to predict missing words based on the context of the surrounding words. 
Therefore, BERT can infer the numerical representation of words contextually. 

This research uses a variation of the pre-trained BERT model trained using Indonesian vocabulary called IndoBERT 
[44]. It has an input size of 512 with 12 attention heads, 12 hidden layers with dimensions of 768, and a feed-forward 
hidden layer built on an uncased BERT base. This model was trained using more than 220 million words from 
numerous official sources, such as Wikipedia Indonesia, and focused only on one language.  

The ability to transfer learning and adapt the learned model to new tasks was implemented. It uses the IndoBERT 
model to transfer knowledge and adapt the classification and NER tasks in the Indonesian language. Input and output 
formats are important for ensuring the model is effective for new tasks. Formatting the input into the expected format 
is performed by tokenizing the text using WordPiece tokenization to break down sentences into smaller tokens. A 
special purpose token is added, such as [CLS] that appears at the beginning of every sentence and [SEP] at the end of 
each sentence. Sentences were either padded or truncated to the same length of 512 tokens, using the [PAD] token. A 
masking strategy was performed where some tokens were randomly masked to make the model learn contextual 
representation effectively. The tokenized input was then transformed into a numerical representation, i.e., an 
embedding vector, using a pre-trained IndoBERT model. For the output format, the model's intent classification task 
used the embedding of the [CLS] token. The intent labels as the output were produced by a softmax layer to this 
embedding that calculates probability distribution with the highest probability indicating the predicted intent. For the 
NER task, the model outputs a sequence of labels corresponding to each token in the input sentence, following the 
IOB (Inside, Outside, Beginning) format. A conditional random field (CRF) layer was used to ensure that the predicted 
labels were consistent and accurate. 

C. Feature Extraction  

In text mining, the extracting feature using a pre-trained model is called vectorization. This process will transform 
the text into numerical vectors for the consecutive step. This research employed the IndoBERT model to obtain a 
representative embedding vector from the input text. Subsequently, a specialized token [CLS] was added to the start 
of the sentence, while [SEP] was appended to the end of the sentence in order to modify the array of tokens. The 
padding token, [PAD], was introduced to ensure that all arrays of tokens have uniform lengths, with the length being 
equal to the maximum length of the tokens. At last, the pre-trained model was used to convert each token into token 
IDs. This procedure guarantees that the tokens are appropriately calibrated for use in the pre-training model, which 
will produce predetermined embeddings with a dimensionality of 512. Subsequent learning processes will make use 
of these embeddings.  

The transformer mechanism incorporates self-attention, which is a specific instance of multi-head attention 
(presented in Equation 1), where the keys K, inputs Q, and values V are determined by the same hidden layer. The 
inputs for this study include a query ��, a set of keys � = (��,…,��) and set of values V = (��,…,��) where � represents 

the number of elements. The dot-product attention is presented Equation 2. 
 

��������(�, �, �) = ��(ℎ����, … , ℎ����) (1) 
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���(�, �, �) = �������(
����

√�
)� (2) 

D. Intent Classification 

Intention classification is one of the tasks in the main component of a chatbot, which is natural language 
understanding (NLU) [45]. Intention classification plays a role in understanding the topic of discussion when chatbots 
communicate with humans, so it also indirectly affects the determination of the correct answer in the conversation 
[46]. The intents labels ������� are encoded into an embedded representation semantic vector space ℎ��� = �(����) 
and ℎ������ = �(�������). The loss function for intent classification is defined in Equation 3.  

������� = − 〈��
� − log ����

�
+ � ���

�

W�
�

�〉 

 
(3) 

In our intent identification process, the "default" label serves as a catch-all category for user inputs that do not match 
any of the predefined intent categories. The scope of the "default" label encompasses any ambiguous, irrelevant, or 
unrecognized queries that the chatbot encounters. For the intent classification task, the model was trained on all data 
points at once, across all intent categories. The dataset was split into training (70%) and validation (30%) sets. The 
model used the entire dataset in a single pass to learn from the distribution of intents, following a standard 
classification process. Each intent was treated as a distinct class within the classification task, and the model was 
optimized using the categorical cross-entropy loss function. 

E. Named Entity Prediction: Conditional Random Field (CRF) 

In this research, Conditional Random Field (CRF) tagging layer on top of the transformer output sequence to 
perform Named Entity Recognition (NER). The transformer output for the CLS token and the intent labels are 
embedded into a semantic vector space, and the similarity between the transformer output and the target label is 
maximized using the dot-product loss. The evaluation of NER is conducted using the micro-averaged F1 score. A true 
positive is defined as an item with a prediction span that precisely matches the gold span and its label match. In this 
research, the NER performance will be evaluated with and without pre-trained embeddings. The first step is to prepare 
the training data, which consists of annotated text with named entities labeled. The data is usually in the IOB format, 
which stands for Inside, Outside, and Beginning. Each word in the text is labeled as either B (beginning of a named 
entity), I (inside a named entity), or O (outside a named entity). The next step is to extract features from the training 
data. The features can be anything that helps the model predict the named entities label �������, such as the word itself, 

it’s part of speech, its capitalization, and its position in the sentence. Once the features are extracted, the CRF model 
is trained on the training data. The model learns to assign probabilities to each label (B, I, or O) for each word in the 
text based on the extracted features. In this research, the loss value for NER task denotes by ����(.) that presents 

negative log-likelihood for a CRF as present in the Equation 4. 
 

������� = ������, �������� (4) 

F. Multi-Task Learning 

This process incorporates a shared encoder layer that captures the contextual information of the input text, followed 
by separate decoder layers for intent classification and entity recognition. This study investigates the utilization of 
multi-task learning for the purpose of performing two prevalent dialogue language understanding tasks, namely intent 
prediction, and entity prediction. This study builds on the shared knowledge across the tasks by conducting joint 
training, resulting in enhanced performance in predicting both intent and entity. There are several strategies used in 
multi-task learning for NLP i.e., joint learning, multi-step training, auxiliary tasks, transfer learning, and structure 
learning. In this research, the main strategy used is joint learning for the fusion of the NER and intent classification, 
followed by transfer learning for the use of a pre-trained IndoBERT model. The training process in multi-task 
performed by minimizing the total loss ������ as defined in Equation 5.    

 
������ = �� + �� (5) 

In this study, a multitask learning framework was implemented to handle two distinct tasks: intent classification 
and named entity recognition (NER). Both tasks share a common IndoBERT encoder, which is pre-trained on a large 
corpus of Indonesian text. The input text is tokenized and passed through IndoBERT, which generates contextual 
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embeddings. These embeddings serve as input for the two sub-models—one for intent classification and the other for 
NER. 

For the intent classification task, the embedding of the [CLS] token, which summarizes the meaning of the entire 
input, is fed into a dense layer. The softmax activation function is employed to predict the class intent from the 
predefined categories. The NER sub-model leverages the IndoBERT to generate token embeddings. The embedded 
tokens are passed through a conditional random field (CRF) layer. It assigns labels by identifying the entities within 
the input text to each token based on the IOB (Inside, Outside, Beginning) format. 

The training strategy of the multi-task is using an end-to-end approach in which both tasks are optimized 
simultaneously within the same training cycle. Total loss is a combination of the loss value from both tasks, i.e., intent 
classification and NER. Different error values are used for two different tasks; for intent classification loss is calculated 
using categorical cross-entropy, while the NER loss calculated using the loss of the CRF layer. The model can 
efficiently learn shared representations by combining these losses into a single objective function. The combined loss 
value is minimized through backpropagation that allows the model to generalize effectively across both tasks while 
maintaining task-specific outputs. This multitasks learning strategy facilitates the model to leverage common 
information between two tasks.    

G. Training and Validation  

Trainer was utilized for the multitask learning process that was provided by Hugging Face Transformers to produce 
the final model. The multitask model is designated to handle both intent classification and NER tasks simultaneously. 
The IndoBERT encodes the input data, while separate output layers handle the intent classification and NER tasks. 
The combination of the intent classification loss (categorical cross-entropy) and the NER loss (CRF-based) into the 
total loss allows for joint optimization during training. 

The Trainer helps to automate both the forward and backward propagation during the training process. The neural 
network architecture attempts to minimize the total loss by updating its parameters through backpropagation and 
leveraging the combined loss from both tasks. The multi-task learning setup enables the model to learn from both 
tasks simultaneously and improves the ability to generalize across different types of tasks. 

The implementation of the proposed architecture is using PyTorch, a deep learning framework that is compatible 
with GPU-accelerated computation. More detailed components of the model architecture are presented in Table 3. 
The training was performed on an NVIDA DGX A100 GPU server. The Adam optimizer was used to update the 
model weights, with an initial learning rate of 1e−3. A linear decay learning rate schedule was employed, with a final 
learning rate of 1e−5, along with a warm-up technique. The model was trained with a mini-batch size of 64, and the 
training process was repeated for multiple epochs until the early-stopping criteria were met. 

It is important to clarify that the data preprocessing and training stages are distinct. The preprocessing phase 
involves data extraction, transformation, tokenization, and loading. During this stage, the text data is first tokenized 
and transformed into a format suitable for input into the model. This step is carried out on the CPU and includes tasks 
such as splitting the data into training and validation sets, applying tokenization, and converting the raw text into input 
embeddings. 

Once preprocessing is completed, the training stage begins, where the actual model training occurs on the GPU. 
During training, the pre-processed data is p. assed through the shared IndoBERT encoder and the task-specific output 
layers for both intent classification and NER. The average training time per iteration is 29.56 milliseconds, and the 
total training time for the entire model is approximately 290 seconds. The time required for training may vary 
depending on the values of the hyperparameters. 

 
TABLE 3 

THE COMPONENTS AND DIMENSIONS OF THE BUILDING BLOCK FOR THE CONFIGURATION OF A DEEP NEURAL NETWORK IN CONSTRUCTING THE 

MODEL ARCHITECTURE. 
Block Component Description 
Input Layer T-length word 
Dense Layer 
Linear layer 

Output: 512 

Embedding Layer 
Word-level 

Output: 512 

Transformers A transformer with two blocks and four multi-head 
attention mechanisms with a dimension of 256. 

H. Evaluation Metrics 

To evaluate the performance of the proposed model, we employ several metrics including loss and F1-score. The 
loss function utilized includes a combination of loss for both Named Entity Recognition (NER) and Intent 
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Classification, calculated as described in equations X and Y. To evaluate the model precisely, this research uses the 
F1-score, the representation of precision and recall value, used to evaluate both NER and intent classification 
performance. It is crucial to balance the trade-off between precision and recall, particularly in imbalanced datasets. 
Previous research in multitask learning used various evaluation methods to assess the effectiveness of the architecture. 
A multi-class confusion matrix is one of the assessment methods that provides a comparison of the actual class and 
the predicted class in binary classification. There are four main elements used for evaluating the model, i.e., true 
negative (TN), true positive (TP), false positive (FP), and false negative (FN). In a multi-class classification confusion 
matrix, the four elements of the confusion matrix are calculated over all classes. Precision refers to the probability that 
a model accurately predicts a specific class among other predictions made for that class. Equation 6 used to calculate 
precision refers to the probability that a model accurately predicts a specific class among other predictions made for 
that class. 

  ��������� =  
��

�����
      (6) 

 
 Recall is the number of times a correct prediction for a class occurs among all the data in that class. This value is 

used to infer the effectiveness of a model to predict that class. Equation 7 used to calculate recall is presented as 
follows: 

  ������ =  
��

�����
   (7) 

  
The F1-score can be defined as the harmonic mean of precision and recall as shown in Equation 8. The 

aforementioned sentence explains the correspondence between the class observed in the dataset and the class predicted 
by the model's prediction. 

 

 �1 ����� =  2 ×
��������� × ������

��������� � ������
   (8) 

IV. RESULTS 

In this study, a series of experiments is conducted with the objective of simulating an expected result. The 
experiment that has been done is to address the question of how the proposed architecture blocks can be optimized in 
order to achieve a contextualized understanding of human language. Furthermore, the experiment seeks to provide 
evidence of this optimization through the use of several evaluation mechanisms. 

A. Hyperparameter Tuning 

The experimental scenarios conducted have produced several results. In this section, we will present the results of 
several hyperparameters used in the training phases. The hyperparameter that evaluate in this research such as early 
stopping patience, warm-up step, weight decay, and weight loss for NER and intent classification loss value.  

Warming-up step evaluation was carried out using 3 values, such as 65, 70 and 75. The warm-up step value was 
chosen based on 10% of the total steps in model training using the hyperparameter of training set ratio of 0.95, 
maximum epoch of 100, batch size of 8, weight decay of 0.01, early stopping patience of 15, early stopping threshold 
of 0.0001, NER loss weight of 0.1 and intention classification loss weight of 0.9. The evaluation result in Table 4 
showed that models with warm-up step values of 65 and 75 can classify intentions and NER. These two 
hyperparameter settings do not provide a F1-score as high as those with a warm-up step of 70. A relatively little change 
in F1-score is produced by hyperparameters 70 and 75. The warm-up step value for this test depends on the number 
of steps the model takes during training, which depends on the quantity of data used. With the highest F1-score, warm-
up step hyperparameter 70 was chosen.  

 
TABLE 4  

WARM-UP STEP VARIATION FOR HYPERPARAMETER TUNING EXPERIMENT 
Warm-

up 
Step 

Early 
stopping 
patience 

Weight 
loss 
NER 

Weight 
loss 

intent 

Weight 
decay 

F1-
score 
intent 

F1-
score 
NER 

65 15 0.1 0.9 0.01 0.938 0.981 
70 15 0.1 0.9 0.01 0.947 0.984 
75 15 0.1 0.9 0.01 0.947 0.982 

 
Early stopping patience hyperparameter tuning evaluation was carried out using 3 values, i.e., 5, 10 and 15. 

Hyperparameter tuning was carried out using the maximum epoch of 100, batch size of 8, weight decay of 0.01, warm-
up step of 70 (consider the best value from previous experiments), early stopping threshold of 0.0001, NER loss weight 
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of 0.1 and intention classification loss weight of 0.9. The application of the early stopping hyperparameter idea aims 
to halt the training process before to the occurrence of overfitting. Increasing the value of early stopping patience 
typically leads to a higher number of epochs and a longer training time for the model to reach convergence. Results 
from the experimentation conducted on early stopping patience, as presented in Table 5, indicate a positive correlation 
between the value of early stopping and the model's proficiency in conducting Named Entity Recognition (NER) and 
intention categorization. An additional experiment was then carried out utilizing early stopping patience ratings of 18 
and 20. The F1-score of the model, when considering these two values, indicates that the combination with an early 
starting patience value of 15 remains the most appropriate model capability. 

 
TABLE 5  

EARLY STOPPING PATIENCE VARIATION FOR HYPERPARAMETER TUNING EXPERIMENT 
Warm-

up 
Step 

Early 
stopping 
patience 

Weight 
loss 
NER 

Weight 
loss 

intent 

Weight 
decay 

F1-
score 
intent 

F1-
score 
NER 

70 5 0.1 0.9 0.01 0.098 0.981 

70 10 0.1 0.9 0.01 0.944 0.983 

70 15 0.1 0.9 0.01 0.947 0.947 

 
Weight decay hyperparameter tuning was carried out using 3 values, namely 0.1, 0.01 and 0.0001. Weight decay is 

used to change the weights used in the learning rate model at each epoch as a form of regularization. With weight 
decay, the model can use smaller weights and improve the generalization of the model. Based on the test results in 
Table 6, it was found that the model with a weight decay value of 0.1 could not perform NER or intention classification. 
Through these results, it can be concluded that regularization using a weight decay value of 0.1 can be considered too 
strong for the data used today, resulting in an underfitting model. 

Weight loss NER and intent classification evaluation calculate the total loss of the model was carried out using 11 
combinations of values in the range of 0 to 1 for both weights. Experiments conducted using hyperparameters of 
maximum epoch of 100, batch size of 8, warm-up step of 70, early stopping patience of 15, weight decay of 0.01, and 
early stopping threshold of 0.0001. With the macro average score of the NER f1-score and the highest classification, 
the best combination was selected, the NER loss weight of 0.6 and the intention classification loss weight of 0.4 was 
selected for the best combination. The macro average value was chosen because there is a combination of loss weights 
that only depend on the NER loss, as well as the intention classification weight loss.  
 

 
(a)                                                                            (b) 

Fig. 3 Confusion matrix of the (a) entity recognition task and (b) intent classification task results. 

V. DISCUSSION 

The optimal hyperparameter combination, as determined by the conducted tests, yields a f1-score NER value of 
0.9330 and an intention classification f1-score value of 0.9621. This combination is achieved by employing an early 
stopping patience of 10, a warm-up step of 60, a weight decay of 0.001, an intention classification loss weight of 0.42, 
and a NER loss weight of 0.5. This hyperparameter combination produces a model that goes through a training process 
of 17 epochs using a dynamic learning rate that changes at each epoch until it reaches a value of 4.19E-05. The 
proposed model can be used for simultaneous implementation of intention and NER classification, as evidenced by 
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the confusion matrix generated by the model in Fig. 3a and Fig. 3b The model can perform intention classification 
well, with errors that can be caused by the data context of one intention being the same as another intention such as 
self-introduction. In contrast to the intention classification confusion matrix, the NER confusion matrix shows a more 
dispersed prediction capability and a bias towards non-entity words. 

In the hyperparameter tuning test, the validation loss value was chosen as the reference for the best performance of 
the model. This selection is based on data limitations and simple model architecture, so it is prone to overfitting of 
training data. This test was conducted 100 times. From the 100 trials, one hyperparameter combination was obtained 
that produced the lowest validation loss value listed in Table 7. 
 

TABLE 6  
WEIGHT DECAY VARIATION FOR HYPERPARAMETER TUNING EXPERIMENT 
Warm-

up 
Step 

Early 
stopping 
patience 

Weight 
loss 
NER 

Weight 
loss 

intent 

Weight 
decay 

F1-
score 
intent 

F1-
score 
NER 

70 15 0.1 0.9 0.1 0.923 0.989 

70 15 0.1 0.9 0.01 0.947 0.984 

70 15 0.1 0.9 0.001 0.981 0.981 

 
The results of the training using the three different embeddings can be seen in TABLE 7. Testing was assessed based 

on the accuracy Fig. 4b and loss of the training and test data Fig. 4a. Based on the results of testing the three 
embeddings on model performance, which can be seen in TABLE 8, the 'bert-multilingual-base-cased' embedding 
produced the best model performance after training for 20 epochs. The 'bert-multilingual-base-cased' embedding 
successfully outperformed the other two embeddings from all test metric values, namely accuracy and loss in training 
and testing. This means that the 'bert-multilingual-base-cased' embedding can produce a better contextual 
representation of the data, compared to the other two embeddings. Therefore, the 'bert-multilingual-base-cased' 
embedding will be used in future tests. 

  
(a)                  (b) 

Fig. 4 (a) Loss value during training and evaluation phases and (b) accuracy during the hyperparameter tuning 

 
TABLE 7  

HYPERPARAMETERS CONFIGURATION IN EXPERIMENT 
Hyperparameter Initial Value Best Combination 
Optimizer Adam Adam 
Learning rate 0.007 0.016 
Weight decay 0.00017 0.0001 
Batch size 32 32 
Hidden size 64 96 

 
TABLE 8  

EMBEDDING TESTING RESULTS 

 
 
 
 

 

Pre-trained Embedding Train acc Train loss Val acc Val loss 
bert-base-uncased 0.97 0.07 0.93 0.15 

bert-multilingual-base-cased 1.00 0.06 0.97 0.08 
indolem/indobert-base-uncased 1.00 0.06 0.96 0.15 
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The model initially uses a combination of intention classification of 0.9 and NER loss weight of 0.1, so that loss 
intention plays a greater role in calculating total loss. For further analysis, all possible combinations between 0 and 1 
were tested sequentially. The NER f1-score and intent classification using this model were then compared using macro 
averages to select the best combination.  

 
Fig. 5 The utilization of logarithmic representation in relationship between NER and purpose categorization 

 
Based on the test results in Fig. 5, the increase in NER loss weight is directly proportional to the f1-score NER 

value of the model, and vice versa. Therefore, the model with a combination of NER loss weight and intention 
classification of 5 produces f1-score NER and intention classification with the least difference. The model that 
incorporates a weight of 0 for NER loss and a weight of 1 for intention classification loss only depends on intention 
classification loss for calculating the overall loss. However, this approach still yields a high f1-score value for the 
NER process. This is because the majority of the training data used is not part of the list of named entities and the 
model with this combination of weight values can only produce predictions of sub words that are not entities. Models 
that incorporate a weight of 1 for NER loss and 0 for intention classification loss are solely reliant on NER loss, hence 
limiting their ability to perform intention classification. The model predicts the default intentions for each test data 
used. 

 
TABLE 9  

COMPARISON OF THE BASELINE MODEL PERFORMANCE WITH THE PROPOSED MODEL 
Model Architecture F1-Score Precision Recall 

Fine-tuned BERT [47] 85.73 84.71 86.78 
ConveRT [48] 86.04 86.13 85.95 
DIET [49] 88.98 87.17 84.30 
Proposed Architecture 90.37 89.98 85.89 

 
In order to demonstrate the validity of our proposed architecture, we conduct a comparative analysis of standard 

evaluation metrics with previous study, perform as the foundational framework for this study. The experiment was 
reproduced in order to utilize the dataset that was acquired, so enhancing the fairness of this comparison. We employed 
three evaluation metrics, i.e., F1-score, precision, and recall. The proposed architecture distinguishes itself from the 
other models mentioned in Table 9 by specifically addressing the challenges of understanding human language input, 
particularly in the context of the Indonesian language, which is considered a low-resource language. While the Fine-
tuned BERT model leverages pre-trained knowledge, it may not fully adapt to domain-specific nuances. Model 
ConveRT [48] develops for conversational tasks that outperform the context but lack broader contextual 
understanding. DIET aims to balance intent classification and named entity recognition, but it has difficulty for low-
resource language settings and specific domains. Our proposed architecture integrates a multi-task learning strategy 
with a pre-trained language model tailored for Indonesian. It combines intent classification and NER using 
transformers to ensure efficient handling of low-resource languages. The proposed design enables it to achieve 
superior performance, as demonstrated by the F1-score, precision, and recall metrics demonstrated in the target 
domain.     

There are several limitations of the proposed architecture, although it demonstrated significant improvements in 
intent classification and NER for Indonesian language. First, the confidence in the IndoBERT pre-trained model limits 
its ability to capture the nuance of different dialects and informal languages. Secondly, linear layers for classification 
might not be an optimal choice compared with recurrent neural networks, which could potentially offer better 
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performance. Lastly, the dataset might not cover all possible variations that represent real-word applications, so it 
needs larger and more diverse datasets. 

VI. CONCLUSIONS 

This research objective is to utilize multi-task learning and transfer learning techniques to enhance intent 
classification and NER, particularly for Indonesian. The main objective was to demonstrate the effectiveness of 
integrating IndoBERT to improve the contextual understanding of Indonesian text. The proposed model utilizes the 
PyTorch and Transformer libraries. Our comprehensive testing and hyperparameter optimization led to identifying 
optimal settings, i.e., early stopping patience at 10, warm-up steps at 60, NER loss at 0.58, weight decay at 0.001, and 
intent classification loss at 0.42. These parameters generate an NER F1-score of 0.9330 and an intention classification 
f1-score of 0.9621. Although the proposed approach obtains superior performance, there is some bias from non-entity 
sub words, with our approach achieving an F1-score of 90.37, precision of 89.98, and recall of 85.89. This result 
outperforms traditional models in handling low-resource language, i.e., Indonesian. In summary, the objective to 
develop a contextual and optimized model for Indonesian was successfully met. It attempts to enhance the NLU 
component of chatbots through intent classification and NER; future development will explore how this improvement 
can be integrated into a fully functional chatbot system. Finally, this study establishes the foundation by focusing on 
the NLU components; the next phase of development will integrate these components into a full conversational flow, 
including the response generation from the chatbot.           
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