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Abstract  
 
Background: The explainability of recommender systems (RSs) is currently attracting significant attention. Recent research 
mainly focus on item-level explanations, neglecting the need to provide comprehensive explanations for each criterion. In 
contrast, this research introduces a criteria-level explanation generated in a content-based pardigm by matching aspects between 
the user and item. However, generation may fall short when user aspects do not match perfectly with the item, despite possessing 
similar semantics. 
Objective: This research aims to extend the aspect-matching method by leveraging semantic similarity. The extension provides 
more detail and comprehensive explanations for recommendations at the criteria level.   
Methods: An extended version of the aspect matching (AM) method was used. This method identified identical aspects between 
users and items and obtained semantically similar aspects with closely related meanings.  
Results: Experiment results from two real-world datasets showed that AM+ was superior to the AM method in coverage and 
relevance. However, the improvement varied depending on the dataset and criteria sparsity. 
Conclusion: The proposed method improves the comprehensiveness and quality of the criteria-level explanation. Therefore, the 
adopted method has the potential to improve the explainability of multi-criteria RSs. The implication extends beyond the 
enhancement of explanation to facilitate better user engagement and satisfaction. 
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I. INTRODUCTION  

Recommender systems (RSs) provide personalized recommendations by effectively filtering and sorting 
information based on the preferences of users. This reduces information overload and supports better decision-making 
[1], [2], [3], [4]. RSs have experienced a significant increase in the application across various domains, including e-
commerce [5], [6] entertainment [7], [8] education [9], [10], and Internet of Things (IoT) [11], [12] to enhance user 
engagement and satisfaction. Research on RSs primarily focuses on improving the quality of recommended items. 
This comprises analyzing user preferences and behavior to provide more personal and relevant recommendations, 
including the incorporation of machine learning [1], [13], [14]. Currently, explainable RSs are gaining attention [15], 
[16] and the concept refers to personalized recommendation algorithms that tackle the "why" problem. In this context, 
users are provided with recommendation results and valuable information to explain the reasons for recommending 
items. Enhancing the transparency and persuasiveness of the RSs is important [17], [18]. This transparency builds 
trust and engagement among users, enhancing the overall experience. As demand for intuitive and user-friendly 
systems increases, developing explainable RSs will be essential to meet user expectations.  

Explainable recommendation models can be categorized as model-intrinsic or model-agnostic [19], [20]. The 
model-intrinsic method focuses on developing interpretable models. This refers to RSs designed with built-in 
mechanisms for providing explanations for the recommendations. The method allows users to understand the 
reasoning behind the recommendations to enhance trust and usability. By integrating interpretability at the model 
level, these systems facilitate a more intuitive user experience [21]. The model-agnostic method, also known as the 
post-hoc explanation enables the decision-making process to remain a black box [22], [23]. The method does not rely 
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on the specific details of the model but rather focuses on interpreting the output of various models to provide 
explanations for the recommendations. This flexibility allows for broader application across different systems and 
enhances the understanding of model behaviors without necessitating alterations [15]. 

In multi-criteria recommendation systems (MCRSs), the multi-criteria ratings can provide a criteria-based 
explanation [24]. This type of explanation helps users understand the reasoning behind specific recommendations by 
showing the importance of various criteria. By effectively presenting the insights, MCRSs enhance user satisfaction 
and trust in the system. Hou et al. [25] presented a quantitative explanation using a radar chart and the visual 
explanation was more attractive and challenging for users to understand. Similar to a criteria-based explanation is an 
aspect-based explanation. The difference is that when the criteria are clearly defined in the item profile, aspects must 
be extracted or learned from other sources, such as reviews [24]. Zhang et al. [21] introduced a template-based 
explanation that emphasized aspects. Meanwhile, N. Wang et al. [26] advanced templates that incorporated both 
aspects and opinions. A template-based explanation includes creating explanations using a predefined sentence 
structure, which is customized with various words for each user [24]. This method is straightforward and capable of 
generating systematic, structured, and easily understandable explanations [21], [26]. A template-based explanation 
facilitates a more efficient communication of information since users can quickly understand key insights without 
becoming overwhelmed by complexity. However, the explanation focused solely on the item level, overlooking the 
necessity of delivering a comprehensive explanation for each criterion. Since aspects can be considered as sub-criteria, 
this research proposed an aspect-based explanation at the criteria level. The objective was to deliver a more detailed 
explanation in line with the established criteria.  

An aspect-based explanation is closely related to content-based recommendation methodes. This is explained by 
matching key aspects between the user profile and the content features of candidate items, referred to as the aspect-
matching method [21]. The method is straightforward and interpretable but may fall short when the key aspects of the 
user and the item are not perfectly balanced. This shows a research gap since existing aspect-based explanation 
methods often rely on exact aspect matches, which limits the effectiveness when user and item aspects differ in 
wording. The shortcoming affects the generation of truly comprehensive and meaningful explanations at the criteria 
level in cases with sparse or diverse linguistic expressions. Identical aspects between users and items were identified 
with the nearest aspects sharing similar semantic meanings by extending the aspect matching. The objective is to 
enhance the richness of information and ensure the comprehensiveness of the explanation at the criteria level. Users 
have access to more comprehensive information to make more precise decisions. The research question considered is 
“How does the extended aspect matching method enhance the comprehensiveness of criteria-level explanations?” The 
main contribution of this research was the semantic extension of aspect matching, which enabled the identification of 
semantically similar aspects between users and items, supporting the generation of more detailed and comprehensive 
explanations at the criteria level. 

II. LITERATURE REVIEW  

Explanations are crucial for users to assess a recommendation system. In an initial research on explanation in RSs, 
21 different types of explanation interfaces were assessed for a collaborative filtering-based system. The research also 
examined the impact of each interface on users' acceptance of the recommendations [27]. Research on explanation 
have significantly increased in recent years, reporting the importance of transparency in intelligent systems [15]. The 
increasing focus on transparency shows the necessity for algorithms to deliver valuable recommendations and explain 
the rationale behind the suggestions. Therefore, users are expected to trust and engage with systems prioritizing clear 
and comprehensible explanations. 

Friedrich & Zanker [28] introduced a taxonomy of explanation methodes in RSs. The three dimensions of the 
taxonomy included the reasoning model, the recommendation paradigm, and the exploited information categories. 
According to the reasoning model, explanations can be classified into black-box and white-box categories. Black-box 
explanations justify the reason for making a recommendation without disclosing the underlying process. For example, 
Musto et al. [15] generated post hoc natural language justifications derived from the review. These justifications 
provided users insight into the reasoning behind the recommendations while keeping the confidentiality of details. In 
contrast, white-box explanations disclosed the decision-making process, enhancing transparency. Bilgic & Mooney 
[29] justified system recommendations using neighborhood information, while Coyle & Smyth [30] generated text 
explanations based on the search histories of online users. These methodes balance transparency and privacy, 
enhancing user trust in the system. Additionally, continuous improvement is conducted by providing feedback on the 
reasoning processes. This research is also classified as a white box explanation since a multi-criteria rating is exploited 
to generate an explanation. The provision of insights into the decision-making process allows users to understand the 
factors influencing the outcomes more comprehensively. 
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The generation of explanations leverages the relationships among users, items, and properties. However, the 
derivation of these relational instances varies based on the paradigm used. The three fundamental paradigms of 
recommendations are collaborative filtering, content-based filtering, and knowledge-based recommendations. 
Collaborative filtering relies on known preferences between users and items. Furthermore, neighborhood-based 
collaborative filtering enhances these models by analyzing the similarity relationships between users or items [28]. 
Different methodologies of collaborative explanation have been proposed, including research by Bilgic & Mooney 
[29]. Several research by N. Wang et al. [21], [26] and Zhang et al. [21], [26] have proposed methodologies for this 
paradigm. The third paradigm, knowledge-based, is defined by the incorporation of additional domain characteristics. 
This includes abstract user requirements or preferences with the various relationships. For instance, Bai et al. [31] 
integrated external knowledge from Wikipedia to provide a more detailed description of specific aspects of an item. 
This content-based explanation relies on descriptive aspects of items extracted from user reviews. Previous results 
focused on providing content-based explanations for single-criterion recommendation systems at the item level. 
Meanwhile, this research proposed a content-based explanation for MCRSs at the criteria level. 

The third dimension comprises the information categories used to generate explanations, namely the user model, 
recommended items, and alternatives. User models are explanations generated by exploiting the available information, 
such as ratings, preferences, reviews, or demographics. Recommended items are explanations generated by exploiting 
the specific characteristics of the recommended item. Alternatives are explanations that argue in favor of or against 
the recommended item [28]. Even though the paradigm is a content-based explanation, this research did not exploit 
descriptive aspects of items directly but rather extracted the concept from reviews. Other relevant research that also 
implemented a content-based paradigm and exploited reviews were N. Wang et al. and Zhang et al. [21], [26]. Zhang 
et al. [21] generated an explanation using the following template to inform users about recommended and non-
recommended aspects, You might be interested in [aspect], on which this product performs well. You might be 
interested in [aspect], on which this product performs poorly. The template used a personalization algorithm to select 
specific aspects, resulting in a personalized explanation. N. Wang et al. [26] provided a template-based explanation 
using aspects and opinion words, such as, Its decor is [neat] [good] [nice]. Its sandwich is [grilled] [cajun] [vegan]. 
Its sauce is [good] [green] [sweet]. The words enclosed in brackets are selected by the model to describe the 
corresponding aspect of the item. In this context, aspects and content-based paradigms are closely related. By matching 
key aspects between the user profile and the content features of candidate items, the content-based paradigm generates 
an explanation [24]. However, an explanation may not be generated when the key aspects of the user and the item are 
not perfectly balanced, despite having similar semantic meanings. Extending the aspect matching method by finding 
the nearest aspects that share the same semantic meaning is proposed to address this issue, as well as to improve the 
comprehensiveness of an explanation. 

III. METHODS 

This research introduced an aspect-based explanation at the criteria level with an enhanced version of the AM 
method, referred to as AM+. The methods were proposed to improve the comprehensiveness of the explanation and 
process multi-criteria ratings as input, generating sentence-based explanations as output. The main stages included 
explaining the criteria and providing details about using an aspect-based explanation. 

 

 

Fig. 1 The framework of AM+. 

 
The purpose of a criteria explanation was to translate multi-criteria ratings into coherent explanations presented in 

sentence form. For each recommended criterion, a more detailed explanation would be provided regarding the aspects 
and opinions supporting the criteria. Generally, the explanation was presented in a template-based sentence, as 
described in Fig. 2. 
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Fig. 2 Explanation template of AM+. 

 

A. Datasets 

Experiments were conducted on two domains of real-world datasets, namely TripAdvisor and BeerAdvocate. The 
datasets were selected based on the relevance to the problem and the availability of open access. These datasets 
contained item ID, user ID, review, overall rating, and criteria rating. TripAdvisor was reported as a hotel domain 
dataset, consisting of six criteria, namely service (c1), cleanliness (c2), value (c3), sleep quality (c4), rooms (c5), and 
location (c6) [32], [33]. BeerAdvocate was a beer domain dataset, including appearance (c1), aroma (c2), palate (c3), 
and taste (c4) [34], [35]. These datasets had at least five user and item interactions. The ratings were presented on a 
scale of 1 to 5, with 5 being the highest, as reported in Table 1. 

TABLE 1 
DATASETS SUMMARY   

 TripAdvisor BeerAdvocate 
#Users 7,175 2,186 
#Items 3,272 2,622 
#Criteria 6 4 
#Reviews 88,617 85,054 
#Overall ratings 88,617 85,054 
#c1 ratings 81,507 85,054 
#c2 ratings 81,914 85,054 
#c3 ratings 81,795 85,054 
#c4 ratings 46,692 85,054 
#c5 ratings 75,073 - 
#c6 ratings 71,392 - 
Sparsity level 99.62% 98.52% 
Rating scales [1, 5] [1, 5] 

B. Criteria Explanation 

Multi-criteria ratings were translated into explanations using structured template-based sentences. This explanation 
was generated for each recommended item. To provide a personalized explanation, the [���������] [���������]were 
filled with the recommended criteria for the user. The criteria were only recommended when the rating surpassed the 
threshold.  

 

 

Fig. 3 Aspect-based explanation at the criteria level using AM+. 

 



Rismala, Maulidevi, & Surendro  
 Journal of Information Systems Engineering and Business Intelligence, 2025, 11 (2), 160-172 

164 
 

C. Aspect-Based Explanation at Criteria Level 

A more detailed explanation was provided regarding the aspects and opinions supporting the criteria. Aspects were 
paired with opinions to clearly express sentiments. Therefore, this research proposed the aspect-based explanation at 
the criteria level using AM+, as reported in Fig. 3. The grey-reported part showed the proposed aspect-matching 
extension based on semantic similarity, which was the key process distinguishing AM+ from the original method. 

1) Item aspect-opinion pair extraction 
Item aspect-opinion pair extraction was conducted to obtain a comprehensive list of phrases used for generating 

detailed explanations. These pairs were derived from user reviews and the process started with text preprocessing to 
refine tokenization, expansion of contractions, conversion to lowercase, and removal of special characters such as 
non-ASCII symbols, punctuation, and numerical digits. Subsequently, aspect-opinion pair extraction was performed 
using a rule-based method leveraging pattern-based linguistic knowledge. The method used predefined syntactic 
patterns namely adjective-noun combinations (e.g., 'delicious food') to identify meaningful aspect-opinion pairs from 
the reviews. These patterns were defined based on part-of-speech (POS) tag sequences, particularly an adjective (JJ) 
followed by a noun (NN or NNS), which typically indicated an opinion-aspect relationship in user-generated text [36]. 

As reported in Fig. 3, item reviews Di represented the collection of all reviews for item �. To identify item-level 
aspect-opinion pairs, all noun phrases were first extracted from Di. A noun phrase is a group of words that functions 
as a noun in a sentence and typically consists of a noun and modifiers, such as adjectives or determiners. For example, 
in the sentence “The hotel offers nice rooms at reasonable prices,” the phrases “nice rooms” and “reasonable prices” 
are noun phrases. An aspect-opinion pair is formed by locating a noun (as the aspect) and an adjective (as the opinion) 
that appear in proximity within the same phrase. From the noun phrase “nice rooms”, the adjectives “nice” and 
“rooms” are the opinion and aspect, forming the aspect-opinion pair (rooms, nice). 

2) User aspect extraction 
User aspect extraction was conducted to identify and compile a list of aspects that reflected the primary concerns 

of users. Similar to item aspect-opinion pairs, user aspects were also extracted from review texts. Accordingly, text 
preprocessing was performed beforehand. Subsequently, aspects were identified using a rule-based method that 
applied syntactic patterns to the processed text. As shown in Fig. 3, user reviews Du denoted the collection of all 
reviews written by user �. To extract aspects associated with user �, all noun phrases were identified from Du, and 
considered as user aspects. From the sentence “The hotel offers nice rooms and friendly service,” the noun phrases 
“nice rooms” and “friendly service” could be extracted. Meanwhile, nouns “rooms” and “service” were identified as 
user aspects. 

3) Aspect matching 
User aspects were reported to be balanced with the item. The corresponding aspect-opinion pair would be the 

candidate of recommendation explanation when the user and item share the same aspect. For example, a match was 
identified when an item was associated with the aspect-opinion pair (rooms, nice) and the user expressed a preference 
for the aspect 'rooms'. Therefore, the aspect-opinion pair (rooms, nice) would be considered as a candidate for an 
explanation. 

4) Aspect matching extension 
Users and items did not mention identical aspects but shared similar meanings. Therefore, this research introduced 

an method to extend the user aspect by identifying the nearest aspects with similar semantics. The similarity described 
the resemblance of two pieces of text in meaning [37] and could be measured by semantic distance [38]. This research 
used Euclidean distance, which provided a straightforward way to measure the "closeness" of the texts by calculating 
the geometric distance between the vectors in an embedding space. Euclidean distance also embodied both simplicity 
and interpretability [39]. For example, when the user mentioned 'vanilla' and the item included 'caramel' represented 
in vector form, Euclidean distance could quantify the difference in the semantic space. Even though cosine similarity 
was also commonly used in text-related tasks, Euclidean distance was selected to reflect directional similarity and 
incorporate magnitude relevant for capturing fine-grained distinctions in semantic proximity. 

Each aspect was represented as a word vector using GloVe including a global context applied across various 
domains. GloVe provided widely available pre-trained models on large corpora [40]. The use was essential in 
embedding words into a high-dimensional vector space. In this context, semantically similar words were positioned 
close to each other. Subsequently, Euclidean distance operated over these GloVe vectors to measure the difference 
between the two aspects in meaning. This combination allowed the model to identify exact matches and semantically 
related aspects enabling more informative explanations. Therefore, aspect matching was reexamined between the 
extended user and item aspects. The matched aspect-opinion pairs were used to generate candidate explanations for 
recommendations.  

For instance, when a user expressed a preference for the aspect 'mattress', and the item explicitly included 'pillow', 
the terms would be semantically related. The system could identify that 'pillow' was a semantically close aspect to 
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'mattress' using Euclidean distance. This showed that 'pillow' became a candidate aspect for an explanation since a 
similar meaning was shared with 'mattress'. 

5) Selection of positive sentiment aspect—opinion pairs 
Explanations were generated for the recommended items. Therefore, the selected aspect-opinion pairs for 

explanations needed to be indicative of positive sentiment [26]. This selection was conducted using a lexicon-based 
method through the TextBlob library. TextBlob also assigned sentiment polarity scores ranging from -1 (very 
negative) to +1 (very positive) [41]. Only aspect-opinion pairs with positive sentiment polarity (i.e., > 0) were retained 
for an explanation. For example, in considering the two aspect-opinion pairs (bed, comfortable) and (service, terrible), 
TextBlob would assign a positive and negative polarity to 'comfortable' and 'terrible', respectively. Therefore, (bed, 
comfortable) was selected as a candidate explanation, while (service, terrible) was filtered out. A refinement process 
was carried out to eliminate any redundant aspect-opinion pairs with exact matches. 

6) Grouping of aspect—opinion pairs into criteria 
The selected aspect-opinion pairs were grouped according to the respective criteria to obtain the criteria-level 

explanation. The grouping was performed based on the word distance between the aspect and the centroid of criteria. 
The calculation of distance was based on the Euclidean distance, using a GloVe vector to represent each word. In 
considering two criteria, namely rooms and service, the aspect 'bed' and 'staff' were semantically closer to the criterion 
rooms and service. The Euclidean distance between 'bed' and the centroid of rooms would be smaller than the distance 
to service using GloVe vectors. The aspect 'staff' would be assigned to service due to the proximity in the embedding 
space. Therefore, the aspect-opinion pairs such as (bed, comfortable) and (staff, friendly) would be grouped under 
rooms and service, respectively. This process obtained a set of aspect-opinion pairs for each criterion, enabling the 
generation of criterion-level explanations. 

7) Generating explanations in sentence form 
Explanations were intended to be presented to the user of the RSs. Continuing from the grouping process, the 

resulting aspect-opinion pairs for each criterion were organized into sentence structures for recommendation 
explanations using the established template shown in Fig. 2. The [������� − ��������

] [������� − ��������
] was 

filled with the aspects and opinions supporting the criteria. For each criterion, a maximum of 10 pairs of aspects and 
opinions reflecting the most positive sentiment were presented. Fig. 4 shows the process of generating explanations 
at the criteria level based on the corresponding criteria ratings. Explanations were provided only for recommended 
criteria. In practice, RSs typically classified ratings above the median as a positive rating since the item was suitable 
for recommendation [42]. Therefore, this research used a rating threshold of 3 to determine criteria considered 
recommended and eligible for explanation. 

 

 

Fig. 4 Illustration of criteria-level explanation. 

D. Evaluation Metrics  

This research improved the comprehensiveness of the explanation for each criterion. Therefore, coverage served as 
the primary metric for evaluating system performance. Relevance-based measurements were used to evaluate the 
quality of the explanation. The metrics for coverage and relevance comprised Feature Coverage Ratio (FCR), Criteria 
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Explanation Coverage Ratio (CECR), and Criteria-level Recall (CR). FCR was used to measure feature coverage at 
the corpus level. The calculation was based on the different features displayed in the generated explanations, as 
reported in (1). � represented all aspects of the dataset, while �� was the number of unique aspects in the explanation. 

CECR was used to measure the coverage of explanation at the criteria level. ��� represented the total number of 
criteria to be explained, while ��� showed the criteria successfully explained. CR measured the quality of explanations 

by comparing the generated criteria to actual reviews (ground truth). For each pair of user u and item i, ��,� represented 
the set of criteria in the explanation, and ��,� was the set of criteria in the ground truth. 

��� =
��

|�|
  (1) 

���� =
���

��� 
  (2) 

���,� =
���,�∩��,��

���,��
   (3) 

IV. RESULTS 

A. Experimental Setups 

1) Parameters  
Each aspect was classified into a criterion based on the level of closeness with the centroid. Table 2 presents the 

words used as the criterion centroid for each dataset. 
2) Baseline for comparison 
The traditional content-based explanation paradigm using AM was used as the baseline to assess the performance 

of the proposed method. This choice was rooted in the paradigm's historical significance and wide adoption in 
recommendation systems. Content-based explanation methodes relied on matching user preferences with item aspects 
derived from metadata or explicit user feedback. These provided a straightforward and interpretable method for 
generating recommendations and explanations [21]. 

TABLE 2 
WORD CENTROID FOR EACH CRITERION 

Dataset Criterion Word Centroid 

Tripadvisor Service service 

Cleanliness cleanliness 

Value value 

Sleep Quality sleep 

Rooms room 

Location location 

BeerAdvocate Appearance appearance 

Aroma aroma 

Palate palate 

Taste taste 

 

B. Experimental Results 

The proposed method was compared to the baseline on two public datasets to show performance. The datasets were 
split into 80% and 20% training and test data to evaluate the model. 

1) Experiment 1: Coverage 
Coverage quantified the comprehensiveness with which aspects and criteria were addressed within the explanation. 

This variable was evaluated using FCR and CECR metrics. Higher values showed that the explanation included a 
greater number of aspects and criteria. 

According to Fig. 5, the explanation generated by the AM+ covered more aspects than the baseline method. This 
was shown by the remarkable increases in FCR, with a 40% and 27% rise in the TA and BA datasets, respectively. 
The AM+ explained more criteria than the baseline method. This was clear from the 12% and 1% increase in CECR 
for the TA and BA datasets (Fig. 6). The results showed that the proposed method surpassed the baseline method 
concerning the coverage.  

The proposed method improved the comprehensiveness of criteria-level explanations compared to the baseline 
method (Fig. 7). The improvement reported the efficacy of AM+ in providing richer and more informative feedback 
for users. This was particularly valuable for recommender systems in domains such as e-commerce, education, travel, 
and entertainment, where users frequently evaluated multiple factors before making decisions. For instance, in e-
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commerce, AM+ could explain recommendations based on diverse aspects such as price, quality, or shipping and 
delivery, improving trust and reducing uncertainty. In education, recommendations were balanced with user goals by 
considering criteria such as course difficulty and relevance. Similarly, in travel and entertainment, users considered 
different options by addressing factors including price, location, or amenities. AM+ could lead to enhanced user 
confidence, satisfaction, and trust across various applications by offering richer and more comprehensive explanations. 

 
 

 
(a) 

 
(b) 

Fig. 5 FCR comparison of AM and AM+ methods on (a) Tripadvisor dataset; and (b) BeerAdvocate dataset. 

 

 
(a) 

 
(b) 

Fig. 6 CECR comparison of AM and AM+ methods on (a) Tripadvisor dataset; and (b) BeerAdvocate dataset. 

 

 
(a) 

 
(b) 

Fig. 7 CECR comparison of AM and AM+ methods for each criterion on (a) the Tripadvisor dataset; and (b) the BeerAdvocate dataset. 
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2) Experiment 2: Quality 
The quality of the explanations was evaluated through relevance-based metrics, namely CR. Criteria for ground 

truth used as a benchmark were derived from the review. Fig. 8 shows the results of the explanation quality experiment.  
 

 
(a) 

  
(b) 

Fig. 8 CR comparison of AM and AM+ methods on (a) Tripadvisor dataset; and (b) BeerAdvocate dataset. 

 
According to Fig. 8, AM+ provided more relevant explanations compared to the baseline method. This was 

evidenced by a 6% and 1% increase in CR for TA and BA datasets, respectively. The improvement in explanation 
relevance made the AM+ method particularly beneficial for recommender systems where decision-making heavily 
relied on clear and accurate justifications. For example, in e-commerce platforms, more relevant explanations could 
help users better understand the recommendation of specific products to increase trust and purchase likelihood. In 
educational systems, relevant explanations balanced with user goals improved engagement. In travel and hospitality, 
personalized, relevant explanations about destinations or accommodations could also reduce decision fatigue and 
enhance user confidence. The increased relevance provided by AM+ improved user satisfaction and strengthened the 
ability of the recommender system to support informed and confident decision-making across diverse applications.  

V. DISCUSSION 

The proposed method, AM+, outperforms AM in terms of coverage and quality. Therefore, AM+ improves the 
comprehensiveness of the criteria-level explanation compared to the baseline method. The extent of this performance 
improvement differs across each dataset. The performance improvement on the Tripadvisor dataset surpasses 
BeerAdvocate. This discrepancy arises from the higher sparsity level of the Tripadvisor dataset and varies across 
different criteria. As the level of sparsity increases, the number of reviews and discussions concerning the criteria 
decreases significantly. Fewer discussions increase the challenges of identifying the precise aspects between users and 
items. The AM+ method addresses the challenge of sparsity by extending the aspect matching. The method allows 
semantically similar aspects to be uncovered by leveraging the relationships between word vectors. This is particularly 
effective for datasets and criteria characterized by high sparsity levels. For example, "caramel" is not explicitly 
mentioned by the user, but "vanilla". In the baseline method, “caramel” and “vanilla” are considered unmatched [21]. 
However, with AM+, “caramel” is identified as semantically similar to “vanilla” based on the proximity of the word 
vectors [40]. In this context, “caramel” is incorporated as part of the explanation for the aroma criterion, significantly 
enriching the explanation of recommendations with relevant and meaningful aspects. The intuition behind the 
improvement of AM+ is in the ability to expand the exploration space of aspects, effectively uncovering hidden 
relationships in sparse datasets. This leads to more personalized and relevant explanations for users, enhancing the 
overall experience. The improved clarity in the explanations enhances greater trust and satisfaction in the 
recommendation system. 

The coverage and relevance offered by AM+ can significantly impact user decision-making processes in 
recommender systems. In e-commerce platforms, the ability of the method to uncover semantically similar aspects 
such as "caramel" for "vanilla" allows for richer and more diverse explanations, helping users make informed purchase 
decisions even when preferences are sparsely expressed. Furthermore, the practical value of AM+ lies in its ability to 
handle data sparsity, a common challenge in real-world systems where user reviews are limited or incomplete. By 
capturing semantic similarities, AM+ ensures that meaningful aspects are included in explanations, providing a better 
user experience even in sparse datasets. This improvement is particularly relevant for platforms where user feedback 
is minimal. Therefore, the enhanced comprehensiveness and relevance of explanations achieved by AM+ can be 
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directly translated into more confident decision-making, increased user engagement, and stronger trust in 
recommender systems. 

Table 3 shows examples of the recommendation explanation presented at the criteria level. The aspects derived 
from the AM+ are consistent with the established criteria but some aspects remain misaligned. For example, "eateries" 
is currently categorized as cleanliness criteria when the word can be more accurately classified under service criteria. 
In terms of distance, the word vector for "eateries" is closer to "cleanliness" than "service". Practically, these 
misalignments affect the clarity and accuracy of explanations provided to users. In a travel recommendation system, 
categorizing "eateries" under cleanliness may mislead users with the expectation of service quality, such as food 
delivery efficiency. This discrepancy shows that the distance metrics do not fully capture the nuanced meanings of 
the words or the contextual relationships relevant to the domain [40], [43]. To address the issue, enhancements can be 
made to the distance calculation method or the word vector. For instance, cosine similarity is used to measure semantic 
closeness more effectively [44], [45]. Context-aware word representations such as BERT embeddings are used to 
better capture meaning [46]. 

This research has several limitations despite the promising results. First, the performance of the proposed method 
varies across datasets, particularly due to differences in sparsity levels. Second, the semantic similarity used to expand 
aspect matching relies on word vector distances, which may not fully capture domain-specific contextual meanings, 
leading to potential misclassifications. Third, the evaluation of explanation quality is limited to aspect balance and 
does not include user-centric validation [47]. These factors affect the internal and external validity of the results and 
are addressed in future work. 

TABLE 3 
EXAMPLES OF RECOMMENDATION EXPLANATION AT CRITERIA LEVEL 

Criteria Ratings 
Criteria Ground Truth 

from Reviews 

Method 
AM 

(Baseline) 
AM+ 

(Proposed) 

4 5 5 5 0 0 
(Tripadvisor) 

service, cleanliness, value, sleep 
quality, rooms 

This hotel, 970, is suitable for you. It 
might satisfy your needs for: 

service, due to comfortable 
service, available times, real 
staff 
cleanliness 
value, due to good deal, good 
value, amazing price 
sleep quality 

This hotel, 970, is suitable for you. It 
might satisfy your needs for: 

service, due to comfortable 
service, available times, real 
staff, best employees, great 
services 
cleanliness, due to quick 
eateries 
value, due to a good deal, good 
value, amazing price, good fee, 
right amount, reasonable 
prices, reasonable cost 
sleep quality 

4 4 4 4 
(BeerAdvocate) 

appearance, aroma, taste 

This beer, 25978, is suitable for you. 
It might satisfy your needs for: 

● appearance, due to a sweet 
finish, real head, clear body 
● aroma, due to modest 
carbonation 
● palate 
● taste 

This beer, 25978, is suitable for you. 
It might satisfy your needs for: 

● appearance, due to a sweet 
finish, real head, clear body 
● aroma, due to modest 
carbonation, sweet caramel 
● palate 
● taste, due to the strong 
flavor 

VI. CONCLUSIONS 

In conclusion, previous literature primarily focused on item-level explanations. In contrast, this research introduces 
a novel method for generating aspect-based recommendation explanations at the criteria level. Aspects are extracted 
from reviews, followed by a matching process in line with the user and item. However, user aspects may not be 
balanced perfectly with item aspects when semantically similar. Therefore, this study introduces an extended version 
of the aspect matching method, referred to as AM+. The method identifies match and semantically similar aspects to 
enrich information and improve the comprehensiveness of recommendation explanations at the criteria level. 
Experiment results from two real-world datasets show that AM+ outperforms the baseline in coverage and relevance. 
The extent of performance improvement varies depending on the dataset and criteria sparsity. These results show that 
the proposed method improves the comprehensiveness as well as the quality of the criteria-level explanation. 
Furthermore, the method has a positive impact on improving the explainability of MCRSs. This improvement may 
lead to greater user trust and satisfaction, making the recommendation process more transparent and user-friendly. 
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Further improvements are necessary to mitigate the current limitations of this method. For example, exploring 
alternative methods for distance calculation or using word vectors that incorporate both local and global context can 
more effectively capture domain-relevant contextual relationships. Combining template-based explanation with 
natural language generation (NLG) is also interesting to improve the naturalness of the explanation. Moreover, the 
incorporation of user research into the evaluation process provides valuable insights into the effectiveness and 
perceived usefulness of the explanations from the end-user perspective. 
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