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Abstract  
 
Background: The escalating volume of user review data is necessitating automated methods for extracting valuable insights. 
Topic modeling was a vital method for understanding key discussions and user opinions. However, there was no comprehensive 
analysis of the scientific work specifically on topic modeling applied to user review datasets, including its main applications 
and a comparative analysis of the strengths and limitations of identified methods. This study addressed the gap by characterizing 
the scientific discussion, identifying potential directions, and exploring currently underutilized application areas within the 
context of user review analysis. 
Objective: This study aimed to recognize the implementation trend of topic modeling in various areas and to comprehend the 
methodology that could be applied to the user review dataset. 
Methods: A systematic literature review (SLR) was adopted by implementing Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses (PRISMA) guidelines within six-year spans, narrowing 1746 to 28 selected primary studies. 
Results: The underlying insight was that user reviews had been critical as the primary data for topic modeling in analyzing 
various applications. Digital banking and transportation applications were the sectors that received the greatest attention. In this 
context, Latent Dirichlet Allocation (LDA) was the most extensively used method, with a focus on overcoming its limitations 
by incorporating additional strategies into LDA-based models. 
Conclusion: The bibliometric analysis and mapping study practically contributed as a reference when assessing the dominant 
topic in similar app categories and topic modeling algorithms. Furthermore, this study comprehensively analyzed various topic 
modeling algorithms, presenting both the strengths and weaknesses of informed selection in relevant applications. Considering 
the keywords cluster analysis, service quality could be adopted based on the output of the topic modeling. 
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I. INTRODUCTION  

Topic modeling is a method for summarizing a large collection of documents by applying probabilistic word 
distributions [1], [2]. This method is used in knowledge discovery to reveal the hidden themes in a collection of 
documents. Various methods were categorized into four, namely Algebraic, Fuzzy, Probabilistic, and Neural [1]. The 
four primary methods exhibit distinctions in the underlying mathematical principles, treatment of uncertainty, level of 
interpretability, and computational complexity [1]. Latent Dirichlet Allocation (LDA) stands out as a particularly 
significant algorithm among the diverse methods developed for topic modeling [3]. According to previous studies, 
LDA is widely used for clustering topics but the method cannot be directly implemented on user reviews and other 
short texts due to data sparsity issues and a lack of co-occurrence patterns [4], [5]. A key factor influencing topic 
model selection is the input dataset, as its characteristics can significantly impact performance [1].  

User-generated ratings and reviews constitute a form of feedback that can contribute to the enhancement of software 
quality and the identification of desired application features [6]. As unstructured data, user reviews can be used to 
discover valuable knowledge in decision-making mechanisms for the organization. Reviews serve as a crucial resource 
for requirements engineering, facilitating the evolution and improvement of applications grounded in actual user needs 
and sentiments [7], [8]. The development of automated tools and machine learning methods aimed to efficiently 
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categorize, analyze, and extract actionable insights from extensive review datasets. This process mitigates bias and 
enhances the precision of app evaluations from the user's standpoint [6], [7]. 

Topic modeling has been widely used to uncover hidden patterns in large datasets. The growing accessibility of 
extensive textual datasets from digital media has led communication scholars and social scientists to use topic 
modeling as an automated analytical method for text [9]. The application of topic modeling to user reviews provides 
a robust methodology for deriving actionable insights, informing app development strategies, and improving user 
satisfaction through the systematic identification of salient themes within extensive feedback datasets [10], [11]. 
Wulandari and Hidayanto [12] adopted topic modeling to assess the service quality of contract tracing in a healthcare 
application based on user reviews using LDA. Çallı [13] used LDA as a topic modeling method to evaluate customers’ 
reviews on a digital banking application. The LDA method is a well-suited method for long documents and large 
corpora, considering the co-occurrence patterns of words within a document. However, its ineffectiveness on short 
texts due to data sparsity and the lack of co-occurrence patterns has led to LDA adaptation for short texts as an 
observable study topic. A strategy for overcoming data sparsity, as found in the literature, is aggregating small texts 
to generate pseudo-long studies [4]. The use of NMF-based methods represents another efficacious method for topic 
mining in short texts, complementing the more prevalent LDA-based, as shown with tweet datasets [14].  

Although previous studies have explored topic modeling, a gap exists in the literature concerning a focused 
synthesis of the method specifically applied to user review datasets and conducted within the framework of systematic 
literature review guidelines. This study was conducted following the need for a comprehensive characterization of 
scientific production around topic modeling, as well as the identification of its leading applications and evolutions. 
Considering the current state of the literature, this study was conducted to acknowledge the potential areas within 
topic modeling based on user review datasets and explore the untapped app category. The mapping study practically 
contributes as a reference when assessing the dominant topic in the same app categories. Therefore, this study aimed 
to (1) recognize the implementation trend of topic modeling in various areas and (2) comprehend the topic modeling 
methodology that can be applied to the user review dataset.  

The structure of this study consists of five sections and the first section elaborates on the background and 
motivation. The second section delves into the related work concerning topic modeling methods and the overview of 
user reviews. The third section provides a detailed explanation of the proposed methodology. The fourth offers the 
presentation of the results covering bibliometric analysis and mapping, while the last section outlines the conclusions 
and provides insights into future study directions.  

II. LITERATURE  REVIEW  

A. Topic Modeling Techniques 

Topic modeling represents an unsupervised learning method within the field of natural language processing (NLP) 
that facilitates the clustering of textual documents based on the underlying latent semantic structure [15]. This method 
is a mathematical model used in the domain of machine learning, enabling the discovery of recurring word patterns 
within textual datasets [16]. The field has garnered attention and investigation for numerous decades, resulting in the 
proposal of various methodologies. Abdelrazek et al. [1] classified the method into four, namely Algebraic, Fuzzy, 
Probabilistic, and Neural. Each category possesses its unique mechanism, advantages, and disadvantages. For 
instance, Bayesian probabilistics operates by delineating a generative process using a Bayesian graphical model. The 
subsequent inference includes working backward and the strengths lie in simplicity, intuitiveness, extensibility, and 
interpretability. However, the challenges arise when the model complexity escalates, leading to increased 
complications in the inference process. 

B. App User Review 

App user reviews available in application stores offer crucially valuable insights to aid software engineers in 
comprehending user needs and in the creation, debugging, and enhancement of software products [17]. These app 
reviews consist of textual feedback coupled with a star rating, allowing app users to share experiences with others and 
developers. The rating scores that are complemented with user reviews serve as a clear indicator of the satisfaction 
levels with the provided services [8], [18].. Typically, reviews are concise, spanning up to 675 characters, and cover 
a range of topics such as feature requests, bug reports, or user opinions. For requirements engineering purposes, the 
analysis of app reviews proves beneficial, assisting software engineers in extracting new insights regarding desired 
app features [17].  

Haggag et al. [19] carried out an extensive study on health applications, scrutinizing 278 mHealth app reviews, 
where 5 million were extracted and translated to gain insights into the significant issues. The study showed that among 
all mHealth subcategories analyzed, fitness activity tracking was the least favorably rated app subcategory, attributed 
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to diverse issues and challenges across multiple investigated aspects. More than half of the users who reported 
problems leading to uninstallation in the reviews assigned a 1-star rating to the app. 

C. Reviews of Secondary Studies 

Previous studies have summarized topic modeling methods as shown in Table 1. Silva et al. [20] discussed the 
implementation of topic modeling in software engineering studies. Grisales et al. [2] investigated the evolution of the 
topic modeling method through bibliometric analysis. Abdelrazek et al. [1] outlined study insufficiencies, showed 
similarities and dissimilarities between topic models and model categories, reviewed extant benchmark datasets in 
topic modeling, as well as provided an overview of diverse tools and applications. Laureate et al. [21] examined the 
application of topic modeling to social media analysis with a particular focus on the users, the underlying motivations, 
and the methodologies used. However, none of the previous studies specifically summarized the method of topic 
modeling using datasets as well as adopted systematic literature review guidelines. 

TABLE 1  
SECONDARY STUDIES 

Reference Objective Study Gap 

[1] Identified gaps in the existing study, to compare 
topic modeling methods, and addressed the 
inconsistency in evaluation metrics across 
studies by proposing a standardized set of 
metrics. 

Comparative analysis of topic modeling methodologies, 
evaluating their respective advantages and disadvantages 
at a categorical level 

[2] Investigated the developmental trajectory of 
topic modeling, its principal field of application, 
and the selection of optimal models for distinct 
data modalities. 

A multidisciplinary nature was observed, not analyzing 
topic modeling to define topics in specific domains. 

[20] Examined the application of topic modeling, 
showing its strengths and weaknesses, addresses 
the selection of suitable methods, the critical 
role of data preparation, the challenges of 
interpreting and labeling topics, and the 
necessity of contextual awareness in topic 
naming. 

A comprehensive review of topic modeling's evolution 
within software engineering, and an analysis of its 
application and implementation domains remain absent. 

[21] Explored the application of topic modeling in 
social media analysis, focusing on the users, 
motivations, and methodologies 

Focused on social media data, not including the 
comprehensive picture of topic modeling applications 

III. METHODS 

A systematic literature review (SLR) was conducted to investigate the field of topic modeling using user review 
datasets. The primary objective of an SLR was to pinpoint, assess, and interpret all pertinent previous studies. In this 
section, the SLR protocol was elaborated, which adopted Preferred Reporting Items for Systematic Reviews and Meta-
Analysis (PRISMA). This methodology was regarded as exceptionally efficient, trustworthy, and all-encompassing, 
rendering it an essential tool for conducting rigorous and transparent SLRs across various disciplines [22]. This method 
covered three phases, namely identification, screening, and inclusion.  

A. Identification Phase 

The initial step included the development of a comprehensive strategy to proceed with the review process. This 
strategy included selecting electronic databases, building search queries, defining inclusion criteria, and outlining 
quality assessment criteria. Following the study objectives, two questions were formulated, namely (1) What were the 
main areas of topic modeling implementation based on the user review dataset? (2) What was the recent trend of 
methods for topic modeling based on user review datasets in the proposed literature? 

1) Selection of Digital Repository 
The Institute of Electrical and Electronics Engineers (IEEE) and the Association for Computing Machinery (ACM) 

were selected as the electronic databases, due to the comprehensive coverage of a wide range of reputable journals 
and proceedings in this field [23]. To extend the literature scope, some other sources were used, namely Emerald 
Insight, ScienceDirect, Scopus, Taylor & Francis, SpringerLink, and Sage Journal. 
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2) Search String 
The search string was constructed to accommodate some categories, such as topic modeling, data type, and sources. 

The final search string was shown as ("Topic Modeling" OR “Topic Model”) AND (User Review OR “User 
Comment”) AND (”Google Play Store” OR “Apple Store”) AND (”Method” OR “Technique”). 

3) Inclusion and Exclusion Criteria 
The inclusion criteria consisted of a series of specified qualifications that the publications must satisfy. Meanwhile, 

the exclusion criteria represented the unwanted characteristics, thereby simplifying the process of rejecting undesired 
publications [24], as shown in Table 2. 

TABLE 2  
INCLUSION AND EXCLUSION CRITERIA 

Phase Inclusion Criteria Exclusion Criteria 
Identification Published in the last 6 years: 2018-2024 

Written in English 
Not published between 2018-2024 

Screening Focus on discussing topic-modeling themes. 
Published in an international journal or 
proceeding through a peer-reviewed paper 
process 

SLR paper/Literature River/Conference Notes/ 
Speaker Notes 
Focus on discussing other than topic modeling themes 

Eligibility - Paper can be downloaded as a complete document (full 
text) 

4) Quality Assessment 
The quality of studies was evaluated using a quality checklist (QC).This procedure aimed to determine the relevance 

of the chosen studies in the context of the objectives. A set of questions outlined in Table 3 was used to validate the 
quality of the selected studies. Based on these checklist questions, selected studies were assessed and marked 
accordingly. Any article that provides a clear response to a checklist question received a score of 1. However, when 
any article that failed to address the quality checklist questions was marked with a score of 0. When the selected study 
partially addressed the checklist questions, a score of 0.5 was assigned [25], [26]. The study established a threshold 
score of 3 to pass this assessment process. 

TABLE 3 
QUALITY CHECKLIST QUESTIONS 

Code Quality Checklist Questions 
QC1 Is the outcome and analysis of the study aligned with the proposed study questions? 
QC2 Do the findings of the chosen study rely on primary data? 
QC3 Does the literature explore topic modeling techniques? 
QC4 Does the study employ user reviews or comments collected from the Google Play Store or Apple App Store? 

B. Screening Phase 

The constructed search string resulted in 1746 studies from eight electronic databases. This was followed by a 
screening phase based on the inclusion and exclusion criteria, which resulted in 868 studies. The title and abstract 
were reviewed to ensure that the candidate studies were consistent with the objectives. A total of 71 studies passed 
the review and were followed by the quality assessment process and 28 were selected as the scores were above the 
threshold. Figure 1 shows the complete flow of the screening phase.  

C. Reporting Phase 

This study used a bibliometric analysis of the attributes of identified articles. Bibliometric analysis constituted a 
quantitative study evaluation methodology, appraising previous relevant scholarly works through the lens of 
quantitative indicators [27]. The increasing adoption of this method across numerous professional disciplines in recent 
times served to visually represent the current state of knowledge, key attributes, developmental progression, and 
nascent trends. Consequently, this method enabled analysts, including those new to a field, to acquire a thorough 
comprehension of the existing literature [28]. Key data were extracted to be analyzed based on keyword, country, and 
published year for further analysis. 

 The next step was capturing and enlisting the statements that focused on the applied area of topic modeling and the 
trend method that was used in the selected studies. Open coding was conducted using NVIVO 12 Pro to categorize 
and analyze the data.  
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Fig. 1 Flow of SLR 

IV. RESULTS 

In this section, the demographic of selected studies was discussed based on several attributes. The results were 
elucidated, including the trend of topic modelling in various fields and the topic modelling methodology that could be 
adapted to user-review datasets from the Google Play Store and Apple App Store. 

A. Bibliometric Analysis 

As expounded in the preceding section, 28 primary studies were designated as the foundation. These selected studies 
were classified according to the keyword clusters, publication year, and the home country of the initial author. The 
VOSViewer software was used to present trends by clustering keywords and creating a visualization [29]. 

1) Keyword Clusters 
The keywords were analyzed using the VOSViewer program, which was able to show trends with the publication 

year by grouping terms from selected studies. Figure 2 showed the constructed diagram. Starting in 2019 (see the blue 
cluster), topic modeling using the LDA method was frequently used to study mobile multimedia applications and 
application categories. During that period, other works used word embedding and bag-of-words as the basis for topic 
modeling. After the pandemic, some studies concentrated on discussing COVID-19 applications in 2021-2022 (note 
the green cluster), using sentiment analysis and topic modeling methodologies. Furthermore, based on user feedback, 
privacy concerns were investigated. 

The study trend of topic modeling shifted to service quality and customer satisfaction based on online customer 
reviews after 2023 (see the yellow cluster). The investigation was stretched to various fields of application, such as 
mobile banking, contact tracing applications, grocery mobile apps, platform management, mobile gaming, and the 
metaverse. Surprisingly, the LDA method was used in topic modeling studies in recent years for a variety of subjects. 
This network provided insight into potential study areas connected to topic modeling. For instance, none of the 
evaluations of e-government apps, insurance apps, and education platform apps were explored. Furthermore, service 
quality was one of the primary trends in 2024, and there was potential for further exploration based on each app type, 
considering the distinctive nature inherent to each app category. 
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Fig. 2 Keywords clusters based on co-occurrence from 2019 to 2023 

2) Country Analysis 
The studies were assessed based on the geographic distribution of the first author who published an article related 

to topic modeling. Examining the distribution of countries allowed for the exploration of the articles' spatial and 
geographic distribution [28]. The first author of selected studies originated from 13 countries spread across six 
continents. Figure 4 shows the detailed spread of authorship geographic distribution with several related publications 
from those countries. In addition, it can reflect trends occurring in the region. China and Indonesia produced more 
publications related to topic modeling over the years. The examination of the sources of publication and the 
geographical dispersion of authorship was shown in Figure 3. 

 

 
Fig. 3 Country distribution of primary studies 

3) Published Year Analysis 
Examining the publication year distribution of studies could help identify trends in topics and areas over time, as 

well as show the growth rate of studies in a particular field or discipline. This process increased the understanding of 
the subjects that gained or lost prominence. Figure 4 shows the publication trend of topic modeling study. The study 
in the topic modeling area increased over the years and peaked in 2023, which had a total of 10. This result showed 
that topic modeling using the user-generated data field had significant growth and interest. The study included the 
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analysis of a single study published in 2024. The limited inclusion was due to the study's initiation in the same year, 
thereby precluding comprehensive coverage of all relevant publications for that entire year. 

 

 
Fig. 4 Year-wise of the selected primary studies 

 

B. RQ1: What are the main areas of topic modeling implementation based on the user review dataset? 

In this section, the implementation of topic modeling in various mobile applications from the 28 selected studies 
was summarised. In general, topic modeling was applied to analyze the online customer reviews of mobile applications 
in 10 specific categories. However, some studies did not specifically narrow the implications to certain application 
categories, which were classified as general. Table 4 shows the list of implementation areas, as well as the dominant 
topic and the referred study.  

TABLE 4 
IMPLEMENTATION AREA OF TOPIC MODELLING 

Applied Application Area Dominant Topics References 
Digital Banking App Perceived Usefulness; Efficiency and 

Accessibility; Ease of Interaction; Cost 
Factors 

[13], [30], [31], 
[32], [33], [34] 

Games App Computing Resources; Price Fairness; 
Authorization 

[35] 

Grocery App Offers and Discounts; Customer Phone 
Support Delivery; Delivery Commitment 

[36] 

Health Care App System Performance and Reliability; 
Perceived Value and Benefits; Usability 

[12], [37], [38] 

Social Media App Algorithm; Knowledge Base; Biased 
Content Curation 

[39], [40] 

Sport App Quality of Content; Up-todateness; Return 
on Investment 

[41] 

Streaming App Algorithm; Knowledge Base [39] 
Transportation App Trip Attributes; Service and Functionality; 

User Experience; Transactional Aspects 
[18], [39], [40], 
[42], [43] 

Tourism App Design; Fulfillment; Functionality [44] 
General App - [45], [46], [47] 

 
Topic modeling was used extensively in the finance and transportation industries to show hidden insights from 

customers. With escalating competition within finance and transportation, customer satisfaction assumed a significant 
role in service enhancement and sustains market advantage. The frequent, often daily, use of mobile applications 
within these fields generated significant volumes of user-generated reviews, providing a rich dataset for analysis. 
Furthermore, the inherent criticality of financial transactions and transportation logistics in users' daily lives results in 
high review activity, particularly in instances of service disruption or dissatisfaction. This strategy aimed to cultivate 
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a loyal customer base by prioritizing satisfaction, a significant metric for sustained usage in information systems, 
indicative of post-adoption behavior [13], [43].  

C. RQ2: What is the recent trend of techniques for topic modeling based on user review datasets in the proposed 
literature? 

Topic modeling was a complex field that offered insights into the structure of electronic media data and enabled 
the identification of sentiments using user review datasets. The method evolved, as shown in Table 5, which 
summarized the topic modeling method used and developed by the selected primary studies.  

TABLE 5 
THE TREND OF TOPIC MODELING METHODS 

Topic Modeling Methods Detailed Methods References 
Latent Dirichlet Allocation (LDA) LDA [12], [13], [18], [30], 

[32], [35], [36], [38], 
[39], [41], [42], [43], 
[44], [48], [49], [50], 
[51], [52] 

LDA-Based LDA + keyATM [34] 
Hierarchical Dirichlet Process (HDP) [38] 
Adaptively Online LDA (AOLDA) [47], [53] 
Online Biterm Topic Model (OBTM) [53] 
Adaptive Online Biterm Sentiment-Topic 
Model (AOBST) 

[54] 

Non-Negative Matrix Factorization 
(NMF) 

NMF [37], [46] 

Other Techniques Security-Related Review Miner (SRR-Miner) [45] 

Mobile App Reviews Summarization (MARS) [55] 

CluWords [40] 

1) Latent Dirichlet Allocation 
LDA was a Bayesian probabilistic topic generation [50] and unsupervised machine learning method developed by 

Blei et al. [56]. The plate notation of LDA was presented to show the generative process for each document in the 
corpus within the framework of LDA, illustrated in Figure 6.  

 

 

Fig. 5 LDA model with plate notation [36], [56] 

 
The LDA method was shown in a previous study to contain three levels. Parameters (�) and (�) represented the 

topic distribution at the corpus level, which was a collection of M documents. � and � were used to determine the 
topic and word distribution within documents, respectively. The variable θ represented the topic distribution for a 
specific document. Z and W were word-level variables, where Z represented the topic of a particular word in a 
document. Meanwhile, W represented words related to a specific topic in the document [56]. 

Following LDA's advent, probabilistic models were the subject of intense studies for several years [1]. LDA was a 
powerful topic modeling method that outstripped other models in its ability to show hidden semantic relationships 
between words. These included words not used together in a document and the method identified documents that 
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covered multiple topics [35]. The structure comprised several topics, each containing similar terms that were correlated 
with a certain probability [30]. A total of 18 of 28 studies applied LDA methods for the topic modeling, as shown in 
Figure 5.  
 

 
 

Fig. 6 Distribution of implemented topic modeling methods 

2) LDA-Based Model 
LDA had some challenges for certain conditions despite the numerous benefits. This method could be susceptible 

to data sparsity and may generate incoherent topics [46]. Therefore, this method was not considered to be well-suited 
for short texts, such as user reviews [54]. In response to the challenges, studies proposed novel methods, such as 
keyword-assisted topic modeling (keyATM) and the Hierarchical Dirichlet Process (HDP). KeyATM addressed the 
susceptibility of LDA to data sparsity and the generation of incoherent topics by incorporating user-defined seed words 
for topic-word distributions. This model outperformed LDA in both the coherence of its generated topics and its 
capacity to extract previously underrepresented themes from a corpus characterized by limited semantic scope [34]. 
In contrast to the requirement of LDA for a predefined number of topics, HDP was a nonparametric topic modeling 
method that automatically inferred the number of topics in the data [38]. Referring to the experimental setup conducted 
by Abdelrazek et al. [1], HDP had the least favorable results compared to other models based on coherence and 
stability metrics.  

Gao et al. [57] introduced Adaptively Online Latent Dirichlet Allocation (AOLDA), a novel method to generate 
topic distributions designed for each version by intelligently combining information from past topics. In the context 
of online review analysis, AOLDA leverages previously discovered themes to develop topic models for new versions, 
offering a dynamic understanding of evolving customer sentiment. AOLDA surpassed the performance of its 
predecessor, Online Latent Dirichlet Allocation (OLDA), by adaptively incorporating insights from previous app 
iterations [57]. The adaptive online algorithm of LDA was able to tackle varying version contributions. However, 
these still inherited the susceptibility of LDA to data sparsity when dealing with short texts [58]. TOUR, a 
Customizable and Automatic Tool for Dynamic Topic and Sentiment Analysis of User Reviews, proposed by Yang 
et al. [47], aimed to empower app developers by automatically tracking changes in user sentiment and topics 
surrounding specific app features across different versions. This tool offered a unique "glimpse" into user reviews on 
a topic level, showing both individual phrases and complete sentences. Additionally, TOUR presented interactive 
sentiment analysis results, facilitating deeper understanding. The core innovation was in using customizable opinion 
words for lightweight sentiment analysis of emerging issues, removing the dependence on external tools [47]. 

Biterm Topic Model (BTM) was another generative probabilistic model and an extension of LDA that treated each 
co-occurring word pair as a single term, constructing the model on a set rather than documents [1], [53]. In pursuit of 
accelerating BTM inference on voluminous datasets, Cheng et al. [59] proposed online algorithms specifically 
designed for BTM, namely "online BTM" (OBTM). The online algorithm excelled in tackling both data sparsity [60] 
and dynamic data streams effectively. Its efficient data storage for updates ensured continuous model relevancy while 
minimizing memory and processing time [59]. Current online algorithms failed to consider the varying importance of 
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different versions. Textual data from different times or versions significantly differed in its relevance to the latest, yet 
existing algorithms neglected this nuance [58].  

Gao et al. [54] developed an improved issue detection method (MERIT) which was built on the Adaptive Online 
Biterm Sentiment-Topic Model (AOBST), addressing the sentiment and topic evaluation in app reviews. This novel 
unsupervised model leveraged the Biterm Sentiment-Topic (BST) model, specifically adapted to handle the brevity 
and sentiment-rich nature of app reviews. Recognizing the dynamic nature of app iterations, AOBST incorporated 
online adaptation to capture topic variations across consecutive versions. By intelligently connecting sentiment-topic 
word distributions from older versions, AOBST guided the previous for the current version's word distribution. This 
enabled the detection of developing topics and the automatic interpretation [54]. 

3) Non-Negative Matrix Factorization 
Non-negative matrix factorization (NMF) was a popular algebraic model in NLP that decomposed a high-

dimensional vector into a lower-dimensional representation, with the constraint that all the resultant representations 
were non-negative. As a tool for extracting high-dimensional data, NMF extracted sparse and meaningful attributes 
from non-negative data vectors by finding non-negative low-rank matrices [1], [37]. NMF effortlessly excelled at 
extracting interpretable factors with sparsity. This originated from its use of factor analysis, which inherently 
downplayed the influence of weakly coherent words. This characteristic showed its suitability, especially in scenarios 
with numerous ambiguous attributes [61]. The presented models outperformed peers in both topic coherence and 
accuracy, showcasing exceptional performance. As discovered by Chen et al. [14], NMF outperformed LDA when 
analyzing short text, such as tweets [9]. However, the implemented algorithm's reliance on random initialization 
introduced a degree of instability that warrants consideration [1]. Viegas et al. [40] developed the optimal NMF 
configuration, FV+NMF+ASToC, which consistently outperformed the recently proposed state-of-the-art topic 
modeling method on all explored datasets. 

4) Other Techniques 
Antecedent studies have proposed topic modeling methods to enrich the knowledge of topic modeling as well as 

focus on certain aspects or improvements. Tao et al. [45] introduced the Security-Related Review Miner (SRR-Miner), 
an innovative method for summarizing security concerns and user sentiments including misbehavior, aspect, and 
opinion words. SRR-Miner used a keyword-driven strategy to extract sentences about security from reviews, and then 
through an examination of the sentence structures [45]. Hatamian et al. [55] introduced Mobile App Reviews 
Summarization (MARS), a novel model applying machine learning, NLP, and sentiment analysis techniques, which 
functioned as a summarization tool designed to ease the comprehension of privacy-related statements within app user 
reviews. This model targeted high data protection quality by showing high efficacy in detecting privacy practices, 
users' concerns, and perceptions. However, it depended on a manually curated privacy threat catalog and expert-driven 
validation of automatically generated labels [55]. Viegas et al. [40] presented a novel document representation method 
and individual words were replaced with semantically related clusters ("CluWords"). However, due to CluWords' 
inherent nature, standard TF-IDF weighting did not fully capture the informative value. Therefore, the study proposed 
a new weighting scheme that integrated the strengths of TF-IDF with the semantic information embedded within 
CluWords. The model's strength was in capturing both syntactic and semantic nuances. A key limitation of the 
majority of dictionary-based methods was the reliance on manual development, typically for a specific application. 
This inherent rigidity hindered the scalability and adaptability to novel contexts and evolving use cases [40]. 

V. DISCUSSION 

A. RQ1: What are the main areas of topic modeling implementation based on the user review dataset? 

Online customer reviews are a valuable data source for marketing mobile payment services due to perceived 
affordability, easy accessibility, and dynamic nature [48]. Unstructured reviews prove especially beneficial in 
comprehending the customer experience in swiftly evolving services, such as mobile banking, as this format mirrors 
the current preferences of customers [32]. The dominant topic identified in the reviews revolves around perceived 
usefulness, including factors, such as ease of use, swift processing, and user-friendliness [13]. 

In the health sector, the utilization of topic modeling extends to the examination of user feedback on mobile 
applications for diabetes [37] and contact tracing [12]. This process unveils user preferences and identifies aspects of 
design and functionality that require enhancement. Armed with this information, developers craft impactful 
applications that positively influence the health of individuals with diabetes [37]. The dominant topic was the 
efficiency of the system, covering several elements, such as accessibility, service duration, simplicity, and structure. 
The discoveries of the studies offer crucial insights for both application developers and policymakers, signaling the 
necessity for specific improvements to substantially enhance the quality of service provided by contact tracing 
applications [12]. 
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Intelligent systems, such as topic modeling, can be used to analyze transportation user feedback and identify 
common themes and concerns [39]. An extensively discussed subject is related to trip attributes, particularly the 
schedule. This subject delves into the precision and dependability of public transit schedules presented within the 
application. The information can then be used to develop policies and strategies to improve user satisfaction and 
enhance the travel experience [18]. Topic modeling can be used to identify specific aspects of the service that users 
find unsatisfactory, such as safety, travel fees, convenience, or system reliability [18], [42]. After identification, 
targeted interventions can be implemented to address these areas. Integrating topic modeling with sentiment analysis 
enables a more distinct evaluation of service attributes, distinguishing between areas of strength and those requiring 
improvement. For example, a study examining user reviews of the ride-hailing application Gojek identified customer 
satisfaction regarding customer experience, service delivery, and event management. However, areas necessitating 
enhancement were observed in payment processing, application functionalities, and task management [43]. 

Topic modeling is a ubiquitous method in daily applications for understanding user concerns, due to its potential to 
enhance the identification of problems, directions, and satisfaction requirements [35]. During the COVID-19 
pandemic, everyday app usage experienced unprecedented growth, as evidenced by the significant increase in food 
delivery [34] and online grocery market services [36]. This field also included the sports app industry, which was 
significantly broader and captured areas, such as fitness apps, sports tools, and dedicated social media platforms for 
sports [41]. Stakeholders can identify the relative importance of determinants of customer satisfaction, as well as 
determinants that lead to satisfaction and determinants that lead to dissatisfaction, for future enhancement. 

TABLE 6 
SUMMARY OF TOPIC MODELING METHOD WITH PROS AND CONS 

Topic Modeling 
Methods 

Detailed Methods Pros Cons 

Latent Dirichlet 
Allocation (LDA) 

LDA Simple, rapid processing speed, robust 
convergence behavior, and high level of 
resilience 

Challenges with data sparsity could 
produce incoherent topics, and an 
explicit number of topics is necessary. 

LDA-Based LDA + keyATM Generates more coherent topics and can uncover 
undetected thematic elements. 

Heavily depends on a comprehensive 
selection of representative seed words, 
derived from the corpus of reviews. 

Hierarchical Dirichlet 
Process (HDP) 

Not require a predetermined number of topics 
and presents specific keywords that facilitate the 
identification of each topic's characteristics. 

Performed poorly in both coherence 
and stability evaluations. 

Adaptively Online 
LDA (AOLDA) 

Perform well by adaptively leveraging topics 
from previous app versions. 

The performance of short texts 
diminishes due to the inherent data 
sparsity issue. 

Online Biterm Topic 
Model (OBTM) 

Mitigates the problem of data sparsity and 
manages dynamic data streams effectively. 

Textual data from different times or 
versions may significantly differ from 
the latest, impacting their relevance to 
understanding the present. 

Adaptive Online 
Biterm Sentiment-
Topic Model (AOBST) 

Excels at identifying and interpreting negative 
topics through coherent and representative labels. 

The model might neglect infrequent 
emerging issues and changelogs might 
miss resolved issues, hindering 
complete understanding. 

Non-Negative 
Matrix 
Factorization 
(NMF) 

NMF Exceptional performance concerning topic 
coherence and accuracy. 

Displays instability as a result of the 
random initialization utilized in the 
implemented algorithm 

Other Techniques Security-Related 
Review Miner (SRR-
Miner) 

Exhibits proficiency in both identifying security-
related reviews and synthesizing the underlying 
security issues and user sentiment with clarity 
and accuracy. 

Requires a hand-crafted lexicon of 
security-specific keywords to function 
effectively, necessitating extensive 
manual effort 

Mobile App Reviews 
Summarization 
(MARS) 

Effective in uncovering privacy practices, user 
concerns, and improving data protection. 

Dependence on a manually curated 
privacy threat catalog and expert-driven 
validation of automatically generated 
labels 

CluWords The ability to capture both syntactic and 
semantic information while employing a flexible 
weighting scheme by integrating manual 
semantic insights with automated large-scale 
embeddings. 

Inflexibility due to the manual 
construction for specific applications 
limits the ability to scale effectively or 
adapt to new contexts. 
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B. RQ2: What is the recent trend of techniques for topic modeling based on user review datasets in the proposed 
literature? 

A synthesized overview of the topic modeling method, including the respective advantages and limitations was 
presented in this study. LDA, as the most used method, has some advantages, namely fast speed, strong convergence 
behavior, and good robustness. These advantages made LDA a widely adopted unsupervised method in several fields 
of machine learning and topic mining [49].  

Referring to its diverse implementation, LDA has been used across a broad spectrum of applications, as shown in 
Table 3, stating its effectiveness and ease of application. More recently developed methodologies, such as SRR-Miner, 
AOLDA, OBTM, AOBST, and MARS tend to exhibit suitability for a wider array of general applications, rather than 
being constrained to particular domains. This observation suggests a potential avenue for future scholarly inquiry into 
the experimental application of these newer methods within more specific implementation contexts. Enhancements, 
such as LDA-based methods with keyATM and HDP strive to improve topic coherence and automate topic number 
determination, respectively. These enhancements introduce complexities, such as reliance on seed words or 
diminished coherence and stability. Furthermore, online adaptations, such as AOLDA and OBTM, along with 
sentiment-focused models (AOBST), address data sparsity and dynamic data streams. Despite these potentials, these 
adaptations may grapple with short texts, data relevance over time, and the oversight of emerging issues. NMF excels 
in topic coherence and accuracy but may exhibit instability due to random initialization. Lastly, specialized methods, 
such as SRR-Miner, MARS, and CluWords show proficiency in specific fields, including security, privacy, and 
semantic analysis. These methods have limitations regarding manual effort, reliance on curated catalogs, and 
inflexibility in adapting to new contexts. Table 6 summarizes the advantages and limitations of each topic modeling 
method.  

Based on the extracted publication year and the applied methods, this section analyzes the development and 
temporal popularity of various topic modeling implementations within user review datasets. Figure 7 visually shows 
the shifts in dominant topic modeling methods across the examined years. The application of LDA to user-generated 
datasets commenced in 2019, despite its first introduction in 2015 [56], and experienced consistent implementation, 
leading to its peak in 2023. Methods derived from the LDA model showed a trend of increasing adoption starting in 
2020, with a significant presence observed in 2022. This suggests a growing increment towards building upon and 
extending the original LDA framework by potentially addressing inherent limitations within the foundational LDA 
method. Alternative methodologies categorized as "Other Methods" were developed in the earlier part of the examined 
period (2019-2020) but are absent in subsequent years, potentially signifying a transition towards the more established 
or recently developed LDA-centric approaches. 

There is a significant increase in the implementation of LDA and LDA-based methods for analyzing user-generated 
review data that occurred during the 2022-2023 period. This increase may be attributed to the high trend in mobile 
application usage, potentially influenced by the COVID-19 pandemic. Therefore, studies predominantly focused on 
examining mobile applications within the health sector using LDA [12], [38], [62]. Furthermore, indirect effects of 
increased mobile app usage in areas, such as mobile banking [13], [32] and transportation [43], [49] were also analyzed 
employing LDA and LDA-based methodologies during that period. 

 

 
Fig. 7 Topic modeling technique progression over the years 
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This study acknowledges the subjective nature of the qualitative content analysis. Moreover, there is a need to show 
the relatively confined scope of the preceding studies, covering the period from 2018 to 2024. This may not fully 
capture the endeavors related to the analysis of user reviews through topic modeling methods, including newly 
proposed methodologies for conducting topic modeling. The academic implication of this study originates from 
enhancing the existing literature by providing an overview and insights into the field of topic modeling 
implementation, along with introducing novel methods applicable to user review datasets. The study also helps in 
pinpointing gaps within the current body of knowledge and can serve as a foundational reference for future endeavors. 
Furthermore, the practical contribution is in its role as a reference for assessing the prevalent topic within comparable 
app categories, facilitated by the mapping study of dominant topics. Leveraging the comprehensive analysis of various 
topic modeling methods, as well as the unique strengths and weaknesses documented in this study, practitioners and 
analysts can select based on the specific application context and objectives. 

Drawing from the discoveries, topic modeling has found extensive application across various fields. However, none 
of the chosen studies delved into the use of topic modeling in e-government applications. The use of topic modeling 
can serve as a foundational tool to evaluate and comprehend public opinions, whether satisfaction or dissatisfaction, 
regarding the services offered through mobile applications for public services. Considering the keywords cluster 
analysis, service quality can be adopted based on the output of the topic modeling. Furthermore, other categories have 
not been explored, such as insurance and education platform apps. The state-of-the-art LDA-based models are actively 
developed to address the weaknesses inherent in LDA. The study intends to implement an LDA-based model that 
demonstrates efficacy within user review datasets for its application in public services applications. 

VI. CONCLUSIONS 

In conclusion, the exploration of topic modeling has been a dynamic focus of scholarly investigation over the last 
two decades. This study aimed to identify the prevailing trend of implementing topic modeling across diverse fields 
and grasp the methodology applicable to user review datasets. The PRISMA protocol led to 28 studies which were 
selected as the baseline. A bibliometric analysis was carried out to examine the demographics of the primary studies, 
including publication sources, publication years, and country-based analysis. The overarching observation is that user 
reviews have been significant as primary data for reviewing diverse applications through topic modeling methods. 
Digital banking and transportation apps have become the most extensively studied areas. Furthermore, LDA remains 
the most widely used method, with a concentration on addressing its limitations. 

The limitations of this study included the subjective nature of qualitative analysis and its focus on publications from 
2018 to 2024. However, the study offered academic value by surveying topic modeling's application to user reviews, 
pointing out new methods and existing knowledge gaps. From a practical standpoint, it assisted in understanding 
dominant topics across app categories and in choosing suitable topic modeling methods based on the characteristics. 
A key result was the under-exploration of topic modeling in e-government, insurance, and education applications. 
Consequently, future studies should investigate the application of robust LDA-based models to user review data in e-
government to measure public sentiment on mobile services, as well as explore other currently neglected app 
categories. 
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